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Figure 1. Echantillon de silex Bdx 13281, Roc de Marsal : série de courbes de thermoluminescence 

obtenues avec des nacelles contenant environ 10 mg de matière. Les symboles pleins correspondent aux 

courbes de première lecture, c’est-à-dire que l’on mesure le signal naturel puis trois signaux pour lesquels 

trois doses D1, D2 et D3 ont été ajoutées. Les symboles vides correspondent aux courbes de deuxième 

lecture : le signal a préalablement été remis à zéro, puis quatre doses de régénération ont été administrées. 

Chaque courbe est la moyenne des signaux obtenus sur quatre nacelles. 
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Figure 2. Signal de luminescence naturel d’un aliquote de quartz de l’échantillon Bdx 13396 (en haut). 

Pour une meilleure lisibilité une échelle logarithmique est utilisée pour l’axe des ordonnées. En bas de la 

figure, en symboles pleins, la courbe de croissance du signal de luminescence en fonction de la dose pour 

cette même aliquote. La dose est ici exprimée en secondes d’irradiation avec la source artificielle. Le 

report du signal naturel, représenté par un symbole vide, permet de déterminer la dose équivalente de 

cette aliquote. 
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Figure 3. Diagramme radial de distribution des doses équivalentes (ED pour Equivalent Doses) pour 

l’échantillon Bdx 13396. Les symboles vides représentent les points incompatibles avec la distribution log-

normale (Galbraith, 1999), caractérisée par sa valeur moyenne et son erreur standard sur la moyenne.
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Figure 4. Diagramme hiérarchique de la boîte à outils GEANT4. Lorsque deux catégories sont liées par 

une droite, le cercle signifie que la catégorie se trouvant à cette extrémité de la droite utilise l’autre. Figure 

tirée d’Agostinelli et al., (2003). 
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Figure 5. Visualisation de la trajectoire, simulée avec GEANT4 et représentée en vert, de quelques 

photons émis à l’intérieur d’une sphère au centre de laquelle est placé un détecteur cylindrique. L’image a 

été acquise à l’aide du logiciel VRMLVIEW.
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Figure 6. Quelques billes, représentant des grains de sédiments, agencées suivant le système 

cristallographique cubique centré. L’image a été générée avec le logiciel VRMLVIEW.
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Figure 7. Simulation avec GEANT4 d’une source radioactive 90Sr/Y, telle qu’elle est positionnée sur les 

appareils de luminescence Risø DA-20, pour irradier les échantillons étudiés (du quartz sur la figure). La 

partie active figure en vert, tandis que le cylindre de quartz irradié est représenté en mauve. 

Figure 8. Visualisation de la trajectoire, simulée avec GEANT4, de quelques photons γ émis par une 

source d’américium (241Am), en mauve sur la figure, utilisée au CRPAA pour des irradiations α. L’émission 

de rayons γ présentant d’éventuels risques au regard de la radioprotection des personnels du laboratoire, 

des simulations ont été réalisées avec GEANT4 afin d’évaluer le débit de dose reçue par les utilisateurs 

(image S. Dubernet). 
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Figure 9. Spectre d’émission γ des chaînes de l’uranium (235U et 238U). Une échelle logarithmique a été 

choisie pour l’axe des ordonnées, afin de représenter un grand nombre de raies.

Figure 10. Spectre d’émission γ de la chaîne du thorium.
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Figure 11. Spectre d’émission β du potassium (40K). Une échelle logarithmique a été choisie pour l’axe des 

ordonnées pour une meilleure lisibilité. 
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Figure 12. Spectre d’émission β des séries de l’uranium (235U et 238U).
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Figure 13. Spectre d’émission β de la chaîne du thorium (232Th). 
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_____________________________________________________________________________________________ 
Abstract 
In the field of luminescence and electron spin 
resonance dating, dose rate conversion factors are 
widely used to convert concentrations of radioactive 
isotopes to dose rate values. These factors are derived 
from data provided by the National Nuclear Data 
Center of the Brookhaven National Laboratory, 
which are compiled in Evaluated Nuclear Structure 
Data Files (ENSDF) and Nuclear Wallet Cards. The 
recalculated dose rate conversion factors are a few 
percent higher than those previously published, 
except for beta and gamma emissions of the isotopes 
of the U-series decay chains. 
 
Introduction  
In luminescence and electron spin resonance dating, 
an age is obtained by dividing the palaeodose with 
the dose-rate that an object to be dated has been 
exposed to. The latter is determined by measurements 
of concentrations of radioelements or activity using 
gamma spectrometry, ICP MS, neutron activation 
analysis, alpha counting, beta counting or flame 
photospectrometry. The elemental concentrations are 
then converted in dose rates using conversion factors. 
These depend on the properties of the nuclear decays 
involved. The conversion factors have been 
calculated from time to time, for example by Nambi 
and Aitken (1986) or Adamiec and Aitken (1998; see 
also references therein) based on the ENSDF data. 
However, a new data set is available and an update is 
timely. The data used here were downloaded on 5th 
November 2009 on the Chart of Nuclides 
(http://www.nndc.bnl.gov/chart/index.jsp) and are 
based on Evaluated Nuclear Structure Data Files 
(ENSDF) and Nuclear Wallet Cards. This paper 
presents updated conversion factors following the 
approach of Adamiec and Aitken (1998). 
 
The data 
Tables 1 and 2 show the energy emission values for 
the 232Th, 238U and 235U and series for alpha, beta and 

gamma rays as derived from the data of the National 
Brookhaven Laboratory website. The most 
appreciable differences between the data in these 
tables and those of Adamiec and Aitken (1998) are in 
the 235U series, since updated values for these 
radioelements have been published since 1998 (e.g. 
Browne, 2001) for 231Th, 231Pa, 227Ac, 227Th, 223Fr, 
223Ra, 219Rn.  
 
The dose-rate values are given for infinite matrices 
(Aitken, 1985), for secular equilibrium of the 
radioactive decay chains as well as for total radon 
escape. Table 2 presents dose rate data for natural 
uranium, taking account of isotopic abundances 
(mass fractions: 99.29% for 238U and 0.71% for 235U). 
It should be noted here that the infinite matrix 
assumption implies homogeneity in absorption 
coefficients; taking account of different absorption 
characteristics between e.g. X-rays and gamma rays 
would require Monte Carlo modelling and is 
therefore beyond the scope of this paper. 
 
Data for potassium and rubidium are given in Table 
3. It should be noted that there is a significant 
difference for the potassium because the half-life of 
40K was recently reevaluated (Grau Malonda & Grau 
Carles, 2002; Kossert & Gunther, 2004) and is now 
2.3% lower than previously published. 
 
Concluding remarks 
Even though uncertainty factors such as moisture 
content, heterogeneity of sedimentary media etc.  
have significant effects on the accuracy of dose rate , 
it is of paramount importance to minimize all sources 
of systematic errors. The overall effect of our update 
obviously depends on each case, but may reach a few 
percent on the final obtained age calculation. We 
therefore recommend that our newest conversion 
factors, which are derived from the up-to-date 
nuclear data, should be henceforth used for 
luminescence and ESR age calculations.    
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Table 1: Energy release and dose rates in the 232Th decay series. 
 

Isotope Half-life (s) A lpha Beta Gamma 
    Energy Dose rate Energy Dose rate Energy Dose rate 

232Th 4.43 1017 4.003 0.0821 0.0113 0.0002 0.0011 0.0000 
228Ra 1.81 108 - - 0.0092 0.0002 0.0004 0.0000 
228Ac 2.21 104 - - 0.4171 0.0086 0.8602 0.0176 
228Th 6.03 107 5.406 0.1109 0.0195 0.0004 0.0031 0.0001 
224Ra 3.16 105 5.673 0.1164 0.0023 0.0000 0.0104 0.0002 
220Rn 5.56 101 6.288 0.1290 - - 0.0006 0.0000 
216Po 1.45 10-1 6.778 0.1390 - - 0.0000 0.0000 
212Pb 3.83 104 - - 0.1721 0.0035 0.1437 0.0029 
212Bi 3.63 103 2.175 0.0446 0.5034 0.0103 0.1039 0.0021 

212Po (0.641) 2.99 10-4 5.631 0.1155 - - - - 
208T l (0.359) 1.83 102 - - 0.2140 0.0044 1.2136 0.0249 

  Total   0.7375  0.0277  0.0479 
Pre-Rn total   0.3093  0.0094  0.0180 

Adamiec & A itken (1998)       
  Total   0.7320  0.0273  0.0476 
Pre-Rn total   0.3050  0.0091  0.0178 

Rel. Difference (%)       
   Total   0.75%  1.34%  0.70% 
   Pre-Rn total   1.42%  3.53%  0.84% 
 
Notes for table 1. 
1. Energies are given in MeV and represent the energy emitted per disintegration. 
2. Branching ratios are shown in parenthesis against the radioelements in the branches; associated values given for 

energy release are after adjustment for branching. Note that the branching also affects the energy release of the 
radioelement at which the branching occurs; thus the value given for the alpha release by 212Bi is 35.9% of the 
full energy - because 208Tl is formed by alpha emission from 212Bi. 

3. Beta components include Auger electrons and internal conversion; gamma components include X-rays and 
annihilation radiation; alpha recoil and neutrinos are not included due to their insignificant contribution to dose-
rates (cf. Adamiec and Aitken, 1998). 

5. A dash indicates that no radiation of that type is mentioned by the National Nuclear Data Centre. 
6. Dose rate values are given in Gy ka-1 per ppm of parent (i.e. mg of parent per kg of sample), assuming 

equilibrium in the decay chains. The activity of the parent is 4.057 Bq kg-1 of sample.  
7. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon. 
8. Relative differences are calculated between this paper and values from Adamiec and Aitken (1998). 
9. 216At has been omitted since its contribution to the total energy is insignificant. 

80



Ancient TL Vol. 29 No.1 2011                                                                                                                                                                              7 

 
 
 
 

Table 2: Energy release and dose rates in the uranium (238U and 235U) decay series. 
 

Isotope Half-life 
(s) 

A lpha Beta Gamma 

 
Energy Dose 

rate 
Dose rate, 

nat. U 
Energy Dose 

rate 
Dose rate, 

nat. U 
Energy Dose 

rate 
Dose rate, 

nat. U 
238U 1.41 1017 4.193 0.264 0.262 0.007 0.0005 0.0004 0.001 0.0001 0.0001 

234Th 2.08 106 - - - 0.059 0.0037 0.0037 0.008 0.0005 0.0005 
234Pam 6.95 101 - - - 0.810 0.0509 0.0506 0.016 0.0010 0.0010 

234Pa (0.0016) 2.41 104 - - - 0.001 0.0001 0.0001 0.001 0.0001 0.0001 
234U 7.75 1012 4.759 0.299 0.297 0.012 0.0007 0.0007 0.001 0.0001 0.0001 

230Th 2.38 1012 4.664 0.293 0.291 0.013 0.0008 0.0008 0.001 0.0001 0.0001 
226Ra 5.05 1010 4.775 0.300 0.298 0.004 0.0002 0.0002 0.007 0.0005 0.0005 
222Rn 3.30 105 5.489 0.345 0.343 - - - 0.000 0.0000 0.0000 
218Po 1.86 102 6.001 0.377 0.375 - - - - - - 
214Pb 1.61 103 - - - 0.291 0.0183 0.0182 0.239 0.0150 0.0149 
214Bi 1.19 103 0.001 0.000 0.000 0.654 0.0411 0.0408 1.475 0.0928 0.0921 
214Po 1.64 10-4 7.687 0.483 0.480 - - - 0.000 0.0000 0.0000 
210Pb 7.01 108 - - - 0.033 0.0021 0.0021 0.005 0.0003 0.0003 
210Bi 4.33 105 - - - 0.389 0.0245 0.0243 - - - 
210Po 1.20 107 5.304 0.333 0.331 0.000 0.0000 0.0000 0.000 0.0000 0.0000 

238U total   2.695 2.676  0.1429 0.1419  0.1104 0.1096 
238U Pre-
Rn total   1.156 1.148  0.0570 0.0566  0.0022 0.0022 

           
235U 2.22 1016 4.114 1.663 0.012 0.029 0.0117 0.0001 0.164 0.0665 0.0005 

231Th 2.20 106 - - - 0.146 0.0591 0.0004 0.023 0.0094 0.0001 
231Pa 1.03 1012 4.924 1.990 0.014 0.032 0.0130 0.0001 0.040 0.0160 0.0001 
227Ac 6.87 108 0.070 0.028 0.000 0.012 0.0049 0.0000 0.001 0.0002 0.0000 

227Th (0.986) 1.61 106 5.808 2.347 0.017 0.050 0.0202 0.0001 0.154 0.0621 0.0004 
223F r (0.014) 1.32 103 0.005 0.002 0.000 0.000 0.0002 0.0000 0.001 0.0003 0.0000 

223Ra 9.88 105 5.664 2.289 0.016 0.068 0.0275 0.0002 0.135 0.0546 0.0004 
219Rn 3.96 100 6.753 2.729 0.019 0.007 0.0027 0.0000 0.058 0.0235 0.0002 
215Po 1.78 10-3 7.392 2.987 0.021 - - - -   
211Pb 2.17 103 - - - 0.450 0.1817 0.0013 0.064 0.0258 0.0002 
211Bi 1.28 102 6.549 2.647 0.019 0.013 0.0053 0.0000 0.047 0.0191 0.0001 
211Po 5.16 10-1 0.021 0.008 0.000 - - - - - - 
207T l 2.86 102 - - - 0.495 0.2002 0.0014 0.002 0.0009 0.0000 

235U total  16.690  0.1185  0.5265 0.0037  0.2807 0.0020 
Total    2.795   0.1457   0.1116 

Pre-Rn total    1.267   0.0603   0.0042 
Adamiec & A itken (1998)         
   Total    2.78   0.146   0.113 

Pre-Rn total    1.26   0.06   0.0044 
Rel. Difference (%)          
   Total    0.53%   -0.24%   -1.28% 

Pre-Rn total    0.52%   0.54%   -4.43% 
 
Notes for table 2. 
1. See notes 1-8 of Table 1. 
2. The mass abundances used in the natural uranium calculations for 238U and 235U (respectively 99.29% and 0.71%) 

correspond to the natural atomic abundances of 99.28% and 0.72% respectively. 
3. The activity of the parent (per ppm of parent) is 12.44 Bq kg-1 of sample for 238U, 79.94 for 235U and 12.92 for 

natural uranium.  
4. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon in the case of 238U series, but because of the 

short half-life of 219Rn the values given for natural uranium include contributions of that gas and its daughters. 
5. 218At, 218Rn, 210Tl, 206Tl and 215At have been omitted since their contribution to the total is insignificant. 
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Table 3: Dose-rate data for Potassium and Rubidium. 
 

  40K 87Rb 
Natural abundance (mg.g-1)  0.119 283 

Half-life (Ga)  1.248 48.1 

Average energy per disintegration (MeV) Beta 0.499 0.0817 

Gamma 0.1557  

Specific activity (Bq.kg-1) for concentration  
of 1% nat. K and 50 ppm of nat. Rb 

Total 316.4 44.8 

Beta 282.5 44.8 

Gamma 33.73  

Dose-rate (Gy.ka-1) for concentrations as 
above 

Beta 0.7982 0.0185 

Gamma 0.2491  

Dose-rate, Adamiec & A itken (1998) Beta 0.782 0.019 
 Gamma 0.243  

Relative differences Beta 2.07% -2.67% 
 Gamma 2.49%  
 
Notes for table 3. 
1. The energy given for potassium is that released per disintegration, i.e. after allowance for branching between beta 

and gamma (89.28% and 10.72% respectively).  
2. The contents given in row 1 correspond to natural atomic abundances of 116.7 ppm and 27.8%. 
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a b s t r a c t

Field gamma spectrometers are widely used to determine gamma dose rates in sedimentary media.
However the most widely used techniquedthe ‘window technique’dis time consuming and introduces
important statistical uncertainty in the determination of the radioelement contents, and finally on the
gamma dose rate. The threshold technique directly relates the number of counts recorded above certain
threshold energy to the gamma dose rate. Recently new experimental measurements further investi-
gated this technique but it has not been tested in various sedimentary media. In this paper, numerical
simulations using a specifically designed Geant4 code allow to test the sensitivity of this technique to
changes of sediments nature, humidity content and disequilibrium in the U-series. Finally another
threshold technique, relating the gamma dose rate to the energy per unit time deposited above another
threshold energy, is investigated. It is shown than the latter has a number of advantages compared to the
classical techniques. Experimental results testing this approach are presented.

Published by Elsevier Ltd.

1. Introduction

In thefieldofpaleodosimetricdatingmethods, it is quite common
to use a field gamma spectrometer to determine the gamma
contribution to the environmental dose rate. The most widely used
technique to convert the obtained spectrum to dose rate is the
‘window technique’ e which consists of selecting three different
parts of the spectrum to calculate the concentrations of uranium,
thorium and potassium (U- and Th-series, and K) in the sediment
surrounding the detector.

Alternatively the ‘threshold technique’ (Murray et al., 1978) is
based on a relation of proportionality between the number of
counts recorded above certain ‘threshold energy’ and the gamma
dose rate, independently of the gamma source composition (U and
Th-series, and K). The gamma dose rate is directly deduced from the
cumulative spectrum scored in the sediment. The main advantage
of this technique is that it does not require the calculation of
radionuclide content, has improved precision and reduces the
counting time of measurement. Nevertheless, the only available
experimental observations were made on the Oxford calibration
blocks, which differ significantly from typical sediments (Mercier
and Falguères, 2007).

In this paper, we present the results of Monte Carlo modeling of
gamma rays emitted in various typical sediments and interacting
with a detectorewhich is the cell of a field gamma spectrometer,
represented in the model by a 1.5 inch ! 1.5 inch Sodium Iodide
(NaI) crystal. We first detail results concerning the threshold
technique as proposed by Murray et al. (1978), and then the results
concerning another version of this technique. It appears that the
most efficient solution consists of measuring the energy deposited
above a threshold, instead of the number of counts. The second
objective is to see how these two threshold techniques respond to
variations in composition, density, moisture content of the soil, and
disequilibrium in the U-series.

The sediments meet the ‘infinite matrix assumption’ (Aitken,
1985), and several case studies are investigated: first the
threshold technique is applied tomeasure dose rates in a calcareous
environment; then these results are compared with those obtained
in other typical soils (siliceous ground, organic rich sediments and
basaltic lava). The effects of moisture and of disequilibrium in the
U-series are discussed. Finally an experimental validation of spectra
published by Mercier and Falguères (2007) is presented.

2. Geant4 and its validation

Numerical modeling has already been applied to luminescence
dosimetry questions (see Nathan et al. (2003), Aznar et al. (2003)).
Monte Carlo calculation techniques are perfectly suited for the

* Corresponding author. Tel.: þ33 5 57 12 10 84; fax: þ33 5 57 12 45 50.
E-mail address: guillaumeguerin@ymail.com (G. Guérin).
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simulation of particles (in this case gamma and secondary beta
radiations) interacting in a soil. In this paper results were obtained
with the GEANT4 code, developed at CERN, Geneva (http://geant4.
web.cern.ch/geant4/). This simulation tool allows the emission of
particlesdhere photonsdat specific points within a specified
volume, with a certain energy (either fixed in the case of potassium
or sampled among the spectral lines of the U and Th-series; see
supplementarymaterial). The primary photon is then tracked in the
soil and interactions are stochastically treated according to tabu-
lated cross sections; the treatment for such a primary particle ends
when all secondary particlesde.g., electrons generated by Comp-
ton and photoelectric effectdeither exit the geometry or lose their
energy. It should be noted here that secondary particles having
a range or mean free path lower than 1 mm are not generated to
avoid infrared divergence. In this case, the residual energy is scored
at the interaction point. It has been shown (e.g. Guimarães et al.
(2008)) that the GEANT4 toolkit is suitable for dosimetry ques-
tions that involve photons of energy ranging from a few keV to
a few MeV. Moreover, GEANT4 is an open-source software.

2.1. Annual dose in the “infinite matrix assumption”

To validate the GEANT4 code for dosimetry purposes, a simple
geometry, basically formed by a uniform sediment cube (side: 2 m)
and a small dimensioned detector placed at the centre of this cube,
leads to a good verification tool: the dose rate in the ‘infinitematrix’
case (Aitken, 1985) for a given gamma source concentration. Simu-
lations consist of studying the energy recorded by the detector cell
placed in a uniform matrix, theses two geometry elements having
the same density and chemical composition. In order to match the
geometry of NaI cells commonly used in field gamma spectroscopy
measurements, the detecting cell is defined as a cylinder of
dimensions1.5 inch!1.5 inch. Gammaparticles arehomogeneously
and isotropicallyemittedwithina sphereof radius80 cmdincluding
in this case the detecting celldwith energies corresponding to the
desired spectrum (K, U and Th-series). These emission spectra have
been derived from data provided by the National Nuclear Data
Center (NNDC)1, downloaded on 1May, 2008. The simulation results
are presented in Table 1, and are consistent with the values of dose
rate in the infinitematrix assumption deduced from the NNDC data.
These two sets of data however slightly differ from the data in
Adamiec and Aitken (1998), downloaded on 22nd June 1998. This is
due to updated values of radioactive period for 40K (Grau Malonda
and Grau Carles (2002) and Kossert and Gunther (2004)) and of
decay radiationdata for a numberof nuclides (see Browne (2001) for
231Th, 231Pa, 227Ac, 227Th, 223Fr, 223Ra, 219Rn).

2.2. Energy deposition range

To characterize the energy deposition, the detecting cell was
placed at the centre of the emission sphere whose radius was
increased in size from 10 to 80 cm. The growth of themeasured dose
rate with radius is shown in Fig.1. With a radius of 80 cmmore than
99%of the infinitematrixdose rate is recordedby thedetector.Hence
a radius 80 cm provides a matrix that can be considered infinite.

3. The counting threshold technique

3.1. Normalized cumulative spectra

In these simulations, a fixed number of photons are emitted
inside the emission sphere (radius: 80 cm) of calcareous sediment

(see Table 2 for composition) with uniform and isotropic sampling.
The detector is a cylinder (1.5” ! 1.5”) made of NaI surrounded by
ametallic shell of thickness 1 mm (mass composition is Al: 95%, Cu:
4% and Mg: 1%). The energy deposited by gamma and beta radia-
tions in the detecting cell is recorded. The simulated spectra (U and
Th-series, and K) are thus as they are recorded with field gamma
spectrometers, even though in this modeled case the efficiency of
the detector is not taken into account.

The corresponding cumulative spectra are built: for each
channel the number of photons depositing energy greater than the
channel value is calculated. In order to compare the spectra cor-
responding to the U and Th-series, and K, they are normalized to
match a value of 1 Gy ka#1 according to the conversion factors given
in Table 1. Fig. 2 displays the three normalized cumulative spectra
obtained with a NaI crystal. The two spectra corresponding to the U
and Th-series are similar within the whole energy range, whereas
the potassium spectrum has a different shape. However, around
300 keV, the three spectra are close to each other.

3.2. Standard deviation and energy band for the threshold

The relative standard deviation between the three cumulative
spectra as a function of energy is plotted on Fig. 2. As expected, it
reaches a minimum (3.3%) at 296 keV. Moreover, the curve is
approximately flat in the 296e338 keV region, at values lower than
5%. In other words, for a 1 Gy ka#1 dose rate, the number of counts
per second recorded by the NaI crystal above a fixed energy within
this range depends only slightly on the nature of the emitting
radioelements. Our simulated cumulative spectra, as well as the
relative standard deviation plot, are in good agreement with the
experimental data in Mercier and Falguères (2007) for the Oxford
calibrationblocks, comprisingone spectrum foreachgammasource.

Table 1
Comparison of the calculated dose rates (mGy ka#1) in the infinitematrix assumption
with the results of simulations. Concentrations are given in mass percentage. The
values were obtained by uniformly and isotropically emitted photons in a sphere of
radius 80 cm, made of calcareous sediment. Uncertainties in italic correspond to one
standard deviation of the mean values of 20 independent runs.

Tabulated value Simulation result

Potassium (1%) 248.5 245.5 4.8
Thorium (1 ppm) 47.93 48.44 1.22
Uranium (1 ppm) 111.5 111.1 2.7

Fig. 1. Dose rate measured with a detecting cell as a function of the emission sphere
radius, expressed as a percentage of the tabulated dose rate in the infinite matrix
assumption. In this case, the soil and the sediment have the same chemical compo-
sition (calcareous soil, dry).1 http://www.nndc.bnl.gov/nudat2/
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3.3. Number of counts above threshold

As a first approximation we considered the gamma dose rate to
be the result of equal contributions from potassium, thorium and
uranium. In this particular case a simple proportionality rule allows
thedose rate tobecalculatedusing theaveragevaluegiven inTable3.
Henceforth the threshold will be taken at the particular value of
300 keV; this choice is partly arbitrary, but the lower the energy
(inside the suitable energy band), the higher the number of counts
and thus themoreprecise in statistical terms. It shouldbenotedhere
that the uncertainties concerning the number of counts above
threshold taken independently for U, Th, and K are 0.8%, 0.7% and
0.6% respectively (estimation on 20 independent simulation runs).

3.4. Uncertainties and counting time

It is worth noting here the main advantages of this technique,
compared with the ‘classical’ window approach. The first source of

uncertainty in the window technique lies in the interdependency
of the three-radioelement concentrations. The thorium concen-
tration is calculated using the number of counts in the 2.615 MeV
spectral peak (208Tl is the only contributor) and the concentrations
in potassium and uranium are deduced from the numbers of the
counts in the 1.461 MeV (40K) and 1.764 MeV (214Bi) peaks,
respectively. For the latter two cases, the peaks also contain
unwanted components from Compton edges emitted by higher
energy primary photons, including those from other isotopes,
which potentially gives rise to error propagation. The threshold
technique allows the removal of this interdependency. However, in
a case where, for instance, thorium contributes far more to the dose
than uranium and potassium, taking the average value of the three
counting rates would result in an overestimation of the measured
dose rate, by up to 5%.

Even though the two approaches have specific sources of
uncertainty, the threshold approach offers a statistical advantage
by taking into account a very wide part of the spectrum. In a sedi-
ment containing only potassium as a source of radioactivity, the
counting time necessary to get the same arbitrary number of counts
above threshold energy as the number of counts recorded in the
1.461 MeV channel (used in the window technique)dhence the
same statistical precisiondappears to be roughly divided by
a factor 10. By the same reasoning, the counting time is divided by
a factor of 100 for the corresponding U case, and 80 for Th. Prac-
tically it reduces measurement time in the field and also provides
the opportunity to increase number of measurements, which is
important when dealing with heterogeneous configurations.

3.5. Comparison with other typical sediments

To evaluate the applicability of the threshold technique to real
cases, several soil compositions were investigated.

Here, it should be emphasized that we restricted ourselves to
homogeneous sediments, of such volume to obtain an infinite
matrix. The objective was here to sweep awide range of typical soil
compositions; first, simulations were carried out for a siliceous soil,
of density 1.8 g cm#3 (see Table 2 for element content). To also test
the influence of both density and average atomic number the
simulated NaI detecting cell was placed in a heavy, dense soil
(basaltic lava of density 2.6 g cm#3) and in a very porous soil con-
taining organic matter (density 1.6 g cm#3).

For each soil, twoparameters are of great importance: the energy
range suitable for the definition of the threshold and the number of
counts above it. The question of the energy band is clearly depen-
dent on the emission spectra of the different gamma sources. For
each tested soil composition, the relative standard deviation
betweennormalized cumulative spectra corresponding to theU and
Th-series, and K, ranges from 4 to 5% between 296 and 338 keV.

Fig. 2. Simulated cumulative spectra recorded by a 1.5 inch ! 1.5 inch NaI detector in
an infinite calcareous homogeneous sediment. Each spectrum has been normalized to
a dose rate of 1 Gy ka#1, according to conversion factors presented in Table 1. The
standard deviation between the three spectra (U and Th-series, and K) is shown in this
dry calcareous sediment, and then in the wet same soil. Notice the energy band around
300 keV, where the standard deviation reaches its minimum (4%).

Table 2
Composition of the different simulated environments, given in weight %. Contents
for humid soils have been calculated after estimation of the porosity by comparing
densities of materials in geological and solid crystalline forms; the value for water
content is set at 80% of the saturation level.

Sediment Calcareous Siliceous Organic rich Basaltic
lava

Element Dry Humid Dry Humid Dry Humid

H 0.0 1.5 0.0 1.4 0.0 1.6 0.0
C 8.4 7.3 0.0 0.0 29.0 24.9 0.0
N 0.0 0.0 0.0 0.0 1.2 1.0 0.0
O 52.1 56.9 52.9 57.3 38.3 45.5 44.0
F 0.0 0.0 0.0 0.0 0.5 0.4 0.0
Na 0.1 0.1 0.2 0.2 1.9 1.6 3.0
Mg 0.2 0.1 0.5 0.4 2.2 1.9 3.9
Al 2.0 1.7 8.8 7.7 1.0 0.9 8.5
Si 6.5 5.6 27.7 24.3 5.4 4.6 21.9
P 1.6 1.4 0.1 0.1 3.3 2.8 0.2
S 0.1 0.0 0.0 0.0 0.7 0.6 0.0
Cl 0.1 0.0 0.0 0.0 4.1 3.5 0.0
K 0.3 0.3 1.6 1.4 1.9 1.6 1.7
Ca 25.2 21.9 0.5 0.4 9.7 8.3 7.2
Ti 0.1 0.1 0.6 0.5 0.1 0.1 1.2
Mn 0.1 0.1 0.1 0.1 0.0 0.0 0.2
Fe 3.4 3.0 7.0 6.1 0.7 0.6 8.4

Density 1.80 2.07 1.80 2.05 1.60 1.87 2.60

Table 3
Counts (s#1) recorded above 300 keV by a 1.5”! 1.5”NaI detector in different infinite
homogeneous sediments, after normalization to a dose rate of 1 Gy ka#1.

Sediment Element Average Stand. dev.

U Th K

Calcareous 33.92 30.48 31.93 32.1 1.4
Calc. wet 33.82 30.42 31.59 31.9 1.4
Siliceous 34.11 30.47 32.27 32.3 1.5
Silic. wet 33.72 30.17 32.00 32.0 1.0
Org. rich 33.73 30.41 31.89 32.0 1.4
Org. wet 33.47 30.05 31.81 31.8 1.4
Lava 34.50 31.34 32.60 32.8 1.3
Average 33.9 30.5 32.0 32.1 1.4
Stand. dev. 0.3 0.4 0.3 0.3
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The counting rates were drawn from the simulated spectra
recorded by the NaI cell (Table 3), by calculating the average
number of counts per second recorded for energies above 300 keV,
after normalization of the cumulative spectra to match a 1 Gy ka#1

dose rate; no significant differences were found between the
different simulated media. These results show that the threshold
technique seems to be suitable regardless of the soil nature,
whereas the only experimental results available were taken in
radioactive doped blocks set up at the Research Laboratory for
Archaeology and the History of Art, in Oxford (Rhodes and
Schwenninger, 2007). Yet the effect of moisture on this technique
still needs to be evaluated.

3.6. Effect of moisture

We addressed the question of whether the water content
changes either the energy band where the relative standard devi-
ation reaches its minimum, or the values of counting rates.

The first question was to determine the quantity of water that
could be added to a soil in order to retain realistic conditions. To
tackle this problem, we first estimated the porosity of the different
simulated media by comparing the typical densities of dry soils
(siliceous and calcareous soils, 1.8 g cm#3; organic rich environ-
ment, 1.6 g cm#3; lava, 2.6 g cm#3) with the densities of the same
materials when fully compacted, i.e. in their crystalline form.
Measurements of the density of sediments found in Diepkloof,
South Africa (C. Tribolo, personal communication) were used in
arriving at the value used for the organic rich sediment. Such
calculations gave porosity values close to 20%, that is the fraction of
volume that is filled with air when the soil is dry anddpartlydwith
water when humid. Setting the water content at 80% of the satu-
ration value for each soil was judged to be a reasonable choice,
since it is a common value in moderate climate regions, and then
new soil compositions (Table 2) were calculated. Note that water
does not penetrate the basaltic lava.

In this simulation series, making the homogeneous matrix
assumption, the only change lies in the addition of water to the soil
compositions. For each simulation, the number of primary photons
that are generated during the run is set. Fixing a content for the
parents of the radioactive series (1% for potassium, 1 ppm for
uranium and thorium, in weight concentrations in dry sediments)
enables the calculation of the specific activity of soil (Bq kg#1) and
hence the gamma dose rates for the ‘infinite matrix’ assumption.
When water is added to the sediment, the weight concentrations
are recalculated since water has its own weight. Then gamma dose
rates obtained for each soil are compared, first dry and then with
water. It appears that the measured dose rates are proportional to
the concentrationsdthus reflecting the dilution of radioelements.

The effect of water on the threshold technique was first exam-
ined by testing for a shift in the energy band suitable for the defi-
nition of the threshold. Fig. 2 shows that this energy band has
exactly the same boundaries as in the case of dry soils, thus
showing that the introduction of water has no effect on this part of
the technique. It also confirms the impression that this band
depends more on the primary emission spectra than on parameters
characterizing the environment of measurement.

The potential effect of water content on the number of counts
used to determine the environmental gamma dose rate was then
checked. Table 3 shows that there is no significant difference
between the counting rates for wet sediments, as compared to the
corresponding values for dry sediment. Hence this series of simu-
lations shows that the threshold technique is applicable indepen-
dently of the nature of the soil (including its density) and the
moisture content.

3.7. Disequilibrium in the U-series

The most frequent source of disequilibrium in radioactive series
lies in the leaching of 226Ra and/or 222Rn escape (in the 238U-series).
The effects of different types of disequilibrium on the threshold
technique were tested: a) an emission spectrumwith all 222Rn and
progeny removed; b) upper members of the chain removed (i.e., no
pre-222Rn elements present); c) an intermediate situation where
222Rn partially escaped (50% of the 222Rn and progeny lost). It
should be noted that the pre-222Rn elements contribute less than
5% of the annual gamma dose (Aitken, 1985) for the U-series.

The results for the threshold technique are shown in Table 4. The
numbers of counts above threshold are similar to the values already
presented, except for the case where no post-222Rn elements are
present. In this case following normalization, approximately half as
many counts above 300 keV are detected compared with the whole
U-series. Although in such conditions the contribution from
the U-series to the total gamma dose rate is relatively small, there
are some differences in counting rates where 222Rn loss occurs. In
a soil where the contents in post-222Rn elements are only half of the
parent content, the averaging of K, U and Th factors gives 32.1
photons per second without correction for disequilibrium, and 31.5
with the appropriate correction, corresponding to a difference
of 1.9%.

4. The energy threshold technique

4.1. Simulation results

While investigating the threshold technique as proposed by
Murray et al. (1978), another approach to determine directly the
gamma dose rates was investigated. Instead of building cumulative
spectra in terms of number of counts, we plotted for each channel

Table 4
Counts (s#1) recorded above 300 keV by a 1.5” ! 1.5” NaI detector for different cases
of U-series disequilibrium (100% post Rn - post Rn progeny are absent) in a calcar-
eous sediment, after normalization to a dose rate of 1 Gy ka#1.

U-series

Equilibrium Loss of 100%
post 222Rn

Loss of 50%
post 222Rn

Loss of 100%
pre 222Rn

33.92 18.76 32.00 32.22

Fig. 3. Simulated cumulative energies recorded by a 1.5 inch ! 1.5 inch NaI detector in
an infinite calcareous homogeneous sediment. Each spectrum has been normalized to
a dose rate of 1 Gy ka#1. The relative standard deviation between the three cumulative
energy lines reaches a minimum (0.1%) at around 200 keV.
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the energy deposited above the corresponding energy (Fig. 3).
A convergence of curves obtained with the U and Th-series, and K is
also observed at a particular energy value. This technique has some
advantages. The threshold energy is lower than for the cumulative
spectra, thus increasing the useable part of the spectrum (doubling
the counts) and so lowering the statistical uncertainty for a given
measurement time. Also the relative standard deviation between
values obtained with U and Th-series, and K (Fig. 3) is lower than
that obtained with the cumulative number of counts (ranging
between 0.1% and 1% for the 206e231 keV energy interval) for all
the simulated sediments. The threshold value was arbitrarily fixed
at 215 keV, and the energy per second deposited above it was
calculated for each gamma source in the different soils (Table 5). For
the calcareous sediment, the rate of energy deposition above
215 keV for K, U and Th-series is 26.98 $ 0.08 MeV s#1,
27.14 $ 0.11 MeV s#1 and 27.07 $ 0.11 MeV s#1 respectively.

The average rate of energy deposition for the three gamma
sources, 27.1 MeV s#1, corresponds to a gamma dose rate of
1 Gy ka#1 and the calculated variation in this value by change
of environment is less than 3%. An examination of the effect of
disequilibrium in the U-series produced similar results (Table 6) for
the counting threshold technique; in the case of a soil where 50% of
222Rn and progeny are lost, the rate of energy deposition above
threshold is 26.9 MeV s#1 per 1 Gy ka#1, which is 0.7% lower than
the above average value.

4.2. Experimental validation

To test the new threshold technique, the experimental data
obtained by Mercier and Falguères using a NaI detector placed in
the Oxford calibration blocks (Fig. 4) were used. This series of
measurements was used to determine the optimum threshold
energy for the spectrometer, and the corresponding rate of energy
deposited above it per second.

These results give an energy deposition rate of
49.8 $ 0.6 MeV s#1 above 194 keVdwhere the standard deviation
between the rates for K, U- and Th-series reaches its minimum
value (1.2%)dfor a dose rate of 1 Gy ka#1. With the same spec-
trometer, Mercier and Falguères recorded a spectrum in the block
made of building bricks available at the Gif laboratory. The

radioisotope content of these bricks produced in the Auvergne
region (France) was determined byNAA and high resolution gamma
spectrometry and are, on average: U, 6.40 $ 0.68 ppm; Th,
22.89 $ 2.43 ppm; K, 3.61 $ 0.23%. These analyses indicated no
disequilibrium in the U- or Th-series. A CaSO4:Dy dosimeter placed
at the centre of the block recorded a dose rate to quartz of
2.578 $ 0.080 Gy ka#1 e corrected for a small cosmic contribution
estimated to be 0.160 Gy ka#1 (Prescott and Hutton, 1994). The
gamma dose rate deduced from the energy threshold technique
(2.52$ 0.03 Gy ka#1) was found to be in good agreementwith these
values. The associated uncertainty comes from the calibration
(systematic, 1.2%) and the number of counts (statistical, 0.2%).

5. Conclusion

Assuming that the range of the different soil compositions
tested is sufficiently wide, the series of simulations used indicates
that the two threshold techniques, used to calculate the environ-
mental gamma dose rate are applicable in any sediment and are not
sensitive to either the presence of water in the ground or disequi-
librium in the U-series chain.

Seen as an alternative to the classical ‘window technique’, the
threshold techniques offer a number of advantages. The concen-
trations of radioelements do not need to be calculated, reducing
error propagation and lower counting times are possible, in
particular a doubling of the number of counts is obtained in the
energy threshold technique. Also, both techniques show low vari-
ability (1% s.d. for average counting/energy deposition rate) with
change in the sedimentary media. While the counting technique is
more sensitive to changes in the energy of the gamma source
(32.1 $1.4 counts s#1 above 300 keV for a calcareous environment)
than the energy technique (27.1 $ 0.1 MeV s#1 above 215 keV for
the same environment), the systematic errors for the latter do not
exceed 0.4%.

The simulated data for the energy threshold technique show
good qualitative agreement with the experimental spectra
obtained by Mercier and Falguères. However, the efficiency factors
of real detectors may affect the energy deposition rate and also the
selection of the energy band for the threshold, which strongly
depends on the emission spectra. This is reflected in the difference
observed between the threshold energy bands and the energy
deposition rate obtained from the experimental data and those
obtained from the simulations. Hence in practical terms a good

Fig. 4. Normalized experimental cumulative energies recorded by a 1.5 inch ! 1.5 inch
NaI detector on the Oxford calibration blocks (Mercier and Falguères, 2007). The
relative standard deviation between the three experimental normalized cumulative
energies reaches its minimum (1.2%) at 194 keV.

Table 5
Energy per unit time (MeV s#1) recorded above 215 keV by a 1.5” ! 1.5” NaI detector
in different infinite homogeneous sediments, after normalization to a dose rate of
1 Gy ka#1.

Sediment Element Average Stand. dev

U Th K

Calcareous 27.14 27.07 26.98 27.1 0.1
Calc. wet 27.04 27.04 26.70 26.9 0.2
Siliceous 27.26 27.05 27.31 27.2 0.1
Silic. wet 26.82 26.78 27.03 26.9 0.1
Org. rich 26.96 27.10 27.01 27.0 0.1
Org. wet 26.77 26.73 26.85 26.8 0.1
Lava 27.55 27.85 27.48 27.6 0.2
Average 27.1 27.1 27.1 27.1 0.0
Stand. Dev. 0.2 0.3 0.2 0.3

Table 6
Energy per unit time (MeV s#1) recorded above 215 keV by a 1.5” ! 1.5” NaI detector
for different cases of disequilibrium in the U-series in a calcareous sediment, after
normalization to a dose rate of 1 Gy ka#1.

U-series

Equilibrium Loss of 100% post Rn Loss of 50% post Rn Loss of 100% pre Rn

27.14 13.63 26.71 27.29
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energy calibration of the spectrometer is required andMiallier et al.
(2009), who applied the two threshold techniques to a series of
radiometric reference rocks, have shown that they are well suited
for dosimetry measurements.
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________________________________________________________________________________________ 
A bs trac t  
Boreholes drilled in 8 different rocks situated in the 
vicinity of the Clermont TL laboratory have been 
used for testing and calibrating methods devoted to 
measurement of natural radioactivity. The present 
paper gives updated data for the nuclide contents and 
internal dose rates for those reference media. Two 
examples of applicat ion are presented. The first 
example shows dose rate calibration of a scintillator 
gamma probe using a threshold method. The second 
example shows a routine technique for TL dosimetry, 
based on the rocks for dose rate reference. 
 
Intr oduc tion 
Various experiments aimed at testing or calibrating 
techniques devoted to the measurement of natural 
gamma and X-ray emissions necessitate reference 
homogeneous media of well known radioactivity. For 
this purpose, the Clermont TL group (Clermont-
Ferrand, France) has been using natural rocks for 
many years (Sanzelle et al., 1988; Miallier et al., 
1988; Soumana et al., 1994).  Th is approach has also 
been adopted by other luminescence dating groups 
(Prescott and Hutton, 1988). The use of rocks is an 
alternative to built blocks such as those prepared at 
Oxford University with doped concrete (Murray, 
1982; Aitken, 1985) or those made of building bricks 
available in different laboratories (e.g. Gif-sur-Yvette  
and Bordeaux).  One advantage of natural rocks is 
that they can easily provide homogeneous media, 
large enough to represent an infinite volume from the 
point of view of natural gamma emissions. This is 
particularly the case for lava flows, which, moreover, 
are numerous in the vicinity of Clermont-Ferrand. In  
contrast, the laboratory blocks have generally  
dimensions lower than the maximal range of the most 
energetic natural gamma rays. For instance, the cubic 
Oxford blocks (side = 50 cm) have a thickness (50 
g.cm-2) which is only equal to around two mean free 
paths for the 2.61 MeV photons emitted by 208Tl.  

Additionally, it is suspected that the Oxford blocks 
are affected by radon loss in proportions which might 
attain 10% (Aitken, Pers. com., 2009 and Bowman, 
1976). Such effects have to be accounted for in 
certain calculat ions, such as, for example, evaluating 
the factor between the nuclide content and the 
derived induced radiation dose rate (Soumana, 1993;  
Rhodes  and Schwenninger, 2007).  
 
However, the inner radioactiv ity of naturally  
occurring rocks is not determined in the course of 
construction, as it can be theoretically with doped 
blocks; this can be a drawback for certain  
experiments using rocks. 
 
Since the beginning of the 1980’s, a dozen boreholes 
were drilled in a variety of rocks whose bare surfaces 
were exposed either naturally or by human action. 
These different sites are situated within 25 km of the 
laboratory. Recently, in order to reduce the distance 
to be travelled for experiments, two large blocks, 
weighing 10.5 t and 9.5 t were t ransported close to 
the laboratory (Fig.1).  
 

 
 
Figure 1:  Dri l l ing the block of grani te C347 , 
we ighing 9500 k g  
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Re fe re nce SiO 2 Al2O 3 Fe2O 3 MgO  C aO Na2O K2O  T i O 2 P2O 5 

 

Mn O 

H2O   

(1000°C) 

H2O   

(110°C) 

 

total 

 

Nature 

PEP 60.0 16.2 5.6 2.85 3.19 3.36 4.63 0.84  0.08 2.1 0.11 98.96 granite 

L AS 49.5 16.0 10.6 5.67 8.68 4.21 2.33 2.25  0.18 0.21 0.26 99.89 basalt 

LM P 42.9 12.6 12.8 10.6 11.1 2.64 0.87 2.84  0.17 2.1 1.06 99.75 basalt 

MPX 86.0 6.89 0.83 0.11 0.07 0.19 3.08 0.05  0.01 1.35 0.1 98.59 sandstone 

M A Z 49.19 17.13 12.12 4.69 8.47 4.36 2.24 2.39  0.2 0 0.33 100.07 trachyandesite 

G O U 54.9 18.2 7.91 2.25 5.47 5.4 3.13 1.38  0.22 0 0.03 98.9 trachyandesite 

C347 73.09 15.05 1.45 0.38 0.89 3.62 4.27 0.13 0.19  0.82  99.79 granite 

C341 46.95 16.67 12.15 6.16 9.59 3.71 1.65 2.44 0.57 0.19 0.17  100.28 trachybasalt 

 
T able 1 : Composi t ion and nature of the reference rock s 
 
 
On the other hand, some sites are no longer 
accessible at present, so that 8 reference rocks are 
currently available (and possibly 2 more, slightly less 
convenient). The boreholes are horizontal, they have 
a diameter of 70 mm and a length between 0.39 m 
and 1.5 m. The cores extracted in the course of 
drilling were crushed and homogenized before being 
distributed among several laboratories for elemental 
analyses, including nuclide assessment. Some of the 
nuclide analyses gave rise to inter-laboratory 
comparisons (Faïn et al., 1997). Dose rates in the 
different rocks were derived from the nuclide 
contents. Dose rate measurements were also 
performed in situ, in the holes, by independently 
calibrated means including TL dosimeters and NaI 
gamma probes. 
 
This paper is aimed at giving updated data for those 
reference media and at presenting two examples of 
their use. The first one concerns the calibration of a 
field probe for gamma dose rate measurements. The 
second one is a simple and advantageous method for 
TL dosimetry, where the reference rocks are used as 
radiation-dose-sources, avoiding the use of a 
laboratory calib rated source. 
 
Data concerning the refere nce rock s  
The reference rocks include two granites, one 
sandstone and six lavas (Table 1). Apart from the two  
blocks settled close to the laboratory (C341 and 
C347), the rocks do not appear as free blocks, but as 
outcrops in geologic massive formations.  
Homogeneity at the metre scale around the boreholes 
is assumed from the geological nature of the rocks, 
which are not bedded, and from v isual inspection. 
The water content is nil, or low but stable. Certain  
lavas are porous; however the pores are not 
interconnected, so that time-variation in water 
content is not possible.  Although the holes are 

horizontal, they may sometimes be wet inside, due to 
rain, but this cannot affect the dose rate.  
 
The nuclide contents of the rocks were assessed by 
various laboratory methods, comprising: low 
background gamma spectrometry, ICP-MS, NAA and 
flame photometry (for K). 230Th was measured by 
means of alpha spectrometry for recent lavas since 
these can show a slight disequilibrium in the U-
series. 
 
The nuclide contents were also verified in situ for 
C341 and C347 by using a NaI gamma probe.  The 
laboratories or persons who participated in the 
measurements are listed in Annex 1. 
 
 
Re feren ce [U] ppm [Th] ppm 230 Th /238 U 226Ra/230 Th 

P EP 6.00 ± 0.20 19.0 ± 2.0 1 1 

L AS 2.14 ± 0.04 7.57 ± 0.15 1 1 

L MP 1.60 ± 0.14 5.91 ± 0.09 1 1 

MP X 1.38 ± 0.03 3.61 ± 0.20 1 1 

M A Z 2.39 ± 0.08 8.58 ± 0.04 1.00 ± 0.01 1.07 ± 0.01 

GO U 3.18 ±0.12 11.95 ± 0.06 1.00 ± 0.01 1.11 ± 0.01 

C 347 2.84 ± 0.12 4.67 ± 0.10 1 1 

C 341 1.80 ± 0.05 6.42 ± 0.40 1.10 ± 0.01 1.0 ± 0.01 

 
 
T able 2: Nuc l ide contents of the reference rock s. The 
230Th/238U and 226Ra/230Th ra t ios are given for 
act ivit ies. For the older rock s, PEP, LAS, LM P, 
MPX, and C347, these ra t ios were not measured; 
they were inferred from the ages of the rock s (3 Ma 
for the youngest one, LMP) . Uncer taint ies are quoted 
a t the 95% level of confidence. 
 

100



Ancient TL Vol. 27 No.2 2009                                                                                                                                                                              39 

 
Re fe re nce D 

Gy.a-1 
D cosmic 
Gy.a-1 

Total 
 

PEP 2536 ± 110 140 ± 14 2676 ± 110 
L AS 1082 ± 10 120 ± 20 1202 ± 22 
LM P 641 ± 18 120 ± 20 761 ± 27 
MPX 962 ± 13 110 ± 15 1072 ± 20 
M A Z 1140 ± 12 200 ± 20 1340 ± 23 
G O U 1573 ± 17 110 ± 11 1683 ± 23 
C347 1421 ± 25 170 ± 18 1591 ± 29 
C341 849 ± 21 170 ± 18 1019 ± 26 
 
T able 3: Gamma and cosmic dose- rates in the 
reference rock s. Gamma dose ra tes were calculated 
using the da ta of Adamiec and Ai tk en (1998) revised 
for 40K and the Th-series by Guérin and Merc ier 
(submi tted) . Cosmic dose ra tes were derived from the 
da ta of Prescott and Hutton (1994) . 
 
The gamma dose rates in the different media were 
calculated on the basis of the conversion coefficients 
published by Adamiec and Aitken (1998), and the 
updated coefficients given by Guérin and Mercier 
(submitted) for 40K and the Th-series. Allowance was 
made for d isequilibrium where necessary. The 
cosmic contribution was evaluated using the data of 
Prescott and Hutton (1994).  
 
Radon loss has not been specifically measured. It has 
been considered as negligib le for all the rocks, 
because of their compactness and it has been 
indirectly  verified by the good agreement between 
the calculated dose rates and the in situ measured 
dose rates. Moreover, the activity ratios 210Pb/226Ra 
for the rocks are not significantly differing from 1. 
 
A pplication to the cal i br ati on of a portable  
gamma spectr ome ter  
The Clermont reference rocks were used for 
calibrat ing a probe aimed at being a convenient tool 
for gamma dose rate determinations in the fie ld. The 
detecting  cell  of  the  probe  is made  of  a  1.5”  x  1.5” 
scintillat ion crystal (LaBr3). According to the 
manufacturer (Canberra), this material exh ibits a 
higher detection efficiency and a higher resolution 
than the more classical NaI(Tl) crystals. An example 
of a spectrum recorded in a cubic block made of 
building bricks (side: 1.5 m) availab le at the CRP2A 
laboratory (Bordeaux) is given in Fig. 2. However, 
this probe has the disadvantage of a relat ively h igh 
background (Fig. 2), due to the presence of the 138La 
isotope in the crystal lattice which generates γ- rays 
at 1436 and 789 keV, this second emission following 
a beta decay (end-point energy: 255 keV) that 
induces counts in the 789-1044 keV range. Thus, in 
the background spectrum, one also notices the 
presence of a line at 1461 keV, probably due to the  

 
Figure 2: Time-normalized spectra (1000 s) 
recorded wi th a LaBr3 probe placed in the block  of 
brick s avai lable a t CRP2A (BDX- gamma dose ra te = 
2010±35µGy/a) and in a lead housing (Background) . 
High resolution gamma spectrometry performed on 
brick s used for bui lding the CRP2A block  a l lowed 
determina t ion of the i r average radioisotopic 
contents: U(238U) =  4.27±0.68ppm, U(226Ra) = 
4.10±0.14ppm, Th =  13.7±0.3 ppm, K = 3.50±0.05%.  
Note that the Y-scale is logarithmic. 
 
 
summation of gamma rays of 1436 keV and X-rays 
following electron capture, as well as peaks related to 
the Th-series. 
 
Counts were performed with this probe in the 
following Clermont reference rocks: C347, C341, 
PEP, LMP, MAZ and GOU, as well as in the 
Bordeaux b lock of bricks in order to get a point at  
~2000 µGy/a. As each spectrum is a mixture of γ-
rays coming from the 40K and U- and Th-series, we 
analyzed the spectra by applying two threshold 
techniques (Guérin and Mercier, submitted). With the 
first technique, the total number of pulses above a 
fixed threshold was accumulated and counted. This 
threshold value was determined with the Geant4 code 
simulating a LaBr3 cell (encapsulated in a 1 mm thick 
duralumin ium layer) placed in in fin ite media. These 
media had various compositions similar to sediments 
rich in carbonates, silicates, organic materials  or 
lavas; the different radio-emitters - 40K and those of 
the U- and Th-series- were distributed uniformly.  
According to these Monte-Carlo simulations, the 
number of counts detected per unit time by the LaBr3 
cell above an energy of 300 keV (Σ  Ni  ,  E  >  300 
keV), normalized to 1 µGy/a, is  independent of 
whether the γ-rays originated from K, U or Th, and 
this value was then used as  the low threshold.  A 
high threshold of 2800 keV was set in order to 
eliminate the cosmic contribution to the counts (see 
Prescott and Clay, 2000). Fig. 3 shows the total count 
between  300 keV  and  2800 keV as a function of the  
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Figure 3: Net  counts  per  second  (ΣNi  for  E>  300 
k eV) deduced from measurements in the C lermont 
reference rock s and in the Bordeaux block  of brick s 
as a function of the gamma dose ra te (see va lues in 
Table 3) . The upper discrimina tion leve l was fixed a t 
2800 k eV, in order to e limina te the counts due to 
cosmic rays. Notice the good linearity and tha t the 
intercept is compa t ible wi th 0. 
 
 
gamma dose rate, indicating that 0.0338 ± 0.008 
counts per second for a 1 µGy/a dose rate are 
detected with this probe. 
 
The analysis of the same simulated data indicated 
that above 165 keV, the sum of the energy per unit 
time i.e. Σ  Ni.  Ei  (which  is,  for  each  channel,  the 
product of the number of counts in this channel with 
the corresponding energy) is also independent when 
normalized to 1 µGy/a, of the origin of the gamma-
rays. In applying this second threshold technique, a 
larger part (about twice in counts number) of the 
recorded spectrum is used, which improves the 
counting statistics used for the dose rate 
determination. Moreover, Guérin and Mercier 
showed that this technique is less sensitive than the 
previous one to the repartition of the gamma dose 
rate between 40K and the U- and Th-series. The same 
Geant4 simulations indicated that this technique is 
also nearly insensitive to the composition of the 
medium. With this second technique, a good linearity 
was found between the signals  (Σ  Ni  .  Ei)  and  the 
gamma dose rates (Fig.4). 
 
In s i tu T L dos ime try us ing the re ference r ock s 
 
Veri fica t ion of the consistency of the dose ra te data 
A campaign of TL dosimetry was especially devoted 
to check the internal consistency of the dose rate data 
(Table 3).  For  that  purpose,  powdered  Al2O3:C   

 
 
Figure 4: Time-normalized  signal  (ΣNi.  Ei  for  165 
k eV < E < 2800 k eV) deduced from measurements in 
the C lermont reference rock s and in the Bordeaux 
block  of brick s as a funct ion of the gamma dose ra te.  
The back ground was subtracted a fter time 
normaliza t ion. 
 
 
 
 
(provided by Landauer Inc., Stillwater Crystal 
Growth Div ision) was used (grain size 200-315 µm). 
The Clermont laboratory routine dosimeter consists 
of a stainless steel tube (1.5 mm th ick, 0.25 cm3 of 
capacity) completely filled with the zeroed powder. 
The cap is held in place by a heat shrinkable tube, 
slightly longer than the steel tube (+ 1 cm at both 
ends). When in place and very hot, the shrinkable 
tube is pinched at both ends so as to form a water 
proof bag around the steel tube, in the form of a 
candy wrapping. 
 
Such dosimeters were inserted in the holes for a few 
months and afterwards they were measured in the 
laboratory, all at the same time. The intensities of the 
TL peaks were plotted against the known dose rates 
(Fig. 5). No correction was applied to the results, 
because possible undesirable effects, such as self 
dosing and fading, would be the same for all the 
dosimeters and therefore should not affect the 
linearity of the curve. However, th is is not true for 
attenuation by the walls of the tube, which depends 
on the gamma spectrum – that is the respective 
proportions of U, Th and K in the rocks – and on the 
composition of the rock (see e.g., Valladas, 1982;  
Faïn et al., 1985). The exact attenuation in the 
different media for the given configuration has not 
been computed yet. It can be expected from 
preliminary results that the difference of attenuation 
between the samples is in the range 0 – 3 %. 

slope = 0.0338±0.0008 
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Figure 5: Plot of TL signal vs dose ra te for 8 
reference rock s. 
 
 
A good correlation between TL and estimated dose 
rates was obtained (Fig.5), thus proving the validity 
of the data. 
 
TL dosimetry  
Routine methods for evaluating the dose acquired in 
situ by a TL dosimeter imply the use of a calibrated 
radiation-source (X, beta or gamma) for getting the 
correspondence: TL vs dose. Conversion of the 
measured equivalent dose in terms of in situ annual 
dose may require application of correction factors 
such as those evoked above for fading or self-dose; 
such corrections are routinely made by certain  
laboratories. Moreover, it necessitates a precise 
knowledge of the dose rate delivered by the 
laboratory source. So, inevitably, errors and 
uncertainties accumulate in the conversion. To 
overcome such problems, the Clermont TL group 
proceeds as follows. 
 
When a set of dosimeters is to be placed in sites to be 
dated, 3 more dosimeters are prepared and placed in 
3 of the 8 reference boreholes at the same time. After 
the dosimeters have been collected months later, all 
the phosphors are measured at the same time. Then, 
the TL intensities are plotted vs annual dose for the 
three known dosimeters. The dose rates in the 
different measured sites are then obtained by a simple 
interpolation (Fig.6). The overall uncertainty 
(systematic + statistical) on the result is estimated at 
4.5 % of the annual radiation dose.  The 3 reference 
rocks that have been chosen are C341, C347 and 
PEP. The advantages of choosing these rocks are: (i) 
the representative points on the initial experiment 
(see Fig.4) are on the mean regression straight-line 
(least squares method), meaning that the dose rates 
have been correctly evaluated for those 3 holes; (ii) 
the dose rates are significantly different from each 
other, allowing exp loration of a large range of dose 
rates and, (iii) the sites are the most convenient, being 
the closest to the laboratory. 

 
 

Figure 6:  Plot of TL signal vs dose ra te for 3 se lected 
reference rock s (C341, C347 and PEP) based on a 
di fferent campaign of measurements than the one for 
F ig.5. The dotted l ine shows the determina t ion, by 
interpola tion, of the annual dose for a dosimeter 
placed in a si te to be da ted. 
 
 
Discussion of the method 
The method offers advantages that have already been 
mentioned:  several possible sources of error with the 
standard techniques have no effect here because they 
are the same for all the dosimeters and they are 
automatically corrected for by the interpolation. The 
method avoids the use of a laboratory source, with 
the relevant difficulties (authorization and 
calibrat ion). Moreover, the number of TL (or OSL) 
measurements is limited: for N dosimeters, the total 
number of useful series of measurements is N+3 only 
(a  “series”  corresponds to the several measurements 
necessary for reducing statis tical uncertainty for a 
given sample). Additionally, there is no need to 
measure the background (noise) or to worry about 
possible spurious signal. 
 
However, the drawback of the method is that the sites 
of application must not be too far away from the 
laboratory. For remote sites, it is necessary to 
introduce complementary measurements for 
evaluating the travel dose; in any case, the in situ 
duration must be long enough for the corresponding 
dose to be significantly h igher than the travel dose. 
Improvements of the method could consist of: (i) 
using a housing that would induce less dependence of 
the dose acquired by the TL phosphor on the 
composition of the measured medium and (ii), 
evaluation of the attenuation for a given medium 
with, e.g., a Monte Carlo code. Note that this applies 
to the standard methods too. 
 
Conc lus ions  
The reference rocks established around the Clermont 
laboratory can be considered as a convenient tool for 
various dosimetric experiments. The accuracy and 
precision of the data published in the present paper 
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can still be improved by new independent 
measurements, either in the boreholes or in the 
assessment of the nuclide content of samples from 
the cores.  
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J.R. Prescott 
 
Referee Comme nts  
The major thrust of the paper is the idea of using 
boreholes in massive rocks as defined locations for 
dose rate calib ration. Both gamma-ray spectrometry  
and in situ TL dosimetry are described. The idea is a 
good one and very useful if they are not too far from 
home, as the authors state. Many laboratories have 
access to pads of known composition with added K, 
U and Th. Some have substantial blocks, buried  
underground. The use of natural features avoids the 
need to make your own pads. Although it requires 
more work, the procedure described for in situ TL 
dosimeters and to min imise sources of error will 
appeal to those who do not have “in house” rad iation 
facilit ies. 
 
The use of the relatively new LaBr3 (Ce) scintillat ion 
counters, as described in the text, is satisfactory for 
total gamma ray dosimetry. It must be noted however 
that the manufacturers explicitly do not recommend 
them for low level counting. In the present context 
this would be the case if concentrations of K, U or Th  
were being measured individually . 
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Abstract: The determination of gamma dose rates is of prior importance in the field of luminescence 
dating methods. In situ measurements are usually performed by the insertion of dosimeters or a porta-
ble gamma spectrometer cell in sediments. In this paper, Monte-Carlo simulations using the GEANT4 
toolkit allow the development of a new technique of in-situ gamma dose rate evaluations: a spectrom-
eter cell is placed on the surface of sediments under excavation to acquire successive spectra as sedi-
ments are removed by excavations. The principle of this non-invasive technique is outlined and its po-
tential is discussed, especially in the case of environments in which radioelements are heterogeneous-
ly distributed. For such cases, a simple method to reconstruct gamma dose rate values with surface 
measurements using an attenuator is discussed, and an estimation of errors is given for two simple 
cases. This technique appears to be applicable, but still needs experimental validation. 
 
Keywords: luminescence, dose rate, Monte-Carlo simulations, non-invasive measurements. 

 
 
 
1. INTRODUCTION 

Determining an age with luminescence dating meth-
ods requires knowledge of two physical units: the paleo-
dose (Gy) and the dose rate (Gy·a-1). The latter can be 
divided into the cosmic radiation contribution and the one 
resulting from the radioelements present in the object to 
be dated and its environment. This radioactivity consists 
of several components, namely alpha, beta and gamma 
radiations. If in the case of sediment grains dating, gam-
ma radiation will contribute approximately 30% to the 
total dose rate, this component may go up to 80% in the 
case of archaeological stone artifacts (flint, quartzite, 
etc.). Precise ages are therefore dependent on a good 
knowledge of the gamma dose rate received by the object 

when buried, and this parameter is particularly difficult to 
determine in sites where heterogeneous environments 
result in high spatial variability of this physical quantity 
(e. g. Aitken, 1985; Aitken et al., 1985; Sanderson and 
Placido, 1985; Mercier et al., 1995; Brennan et al., 1997). 
Actually, one should make in that case a measurement of 
the gamma dose rate at the exact location where the sam-
ple comes from (by inserting a dosimeter or a portable 
gamma spectrometer). However, especially in the case of 
dating rocks (burnt artefacts) or teeth from archaeological 
sites, since their location is unknown before the excava-
tion, the gamma dose rate is estimated from dosimetric 
data collected some distance from the piece, or after re-
moval of material within the range of gamma radiation 
during the excavation. In heterogeneous sites this can 
potentially lead to a loss of accuracy. 
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The aim of this paper is first to outline a new method 
for gamma radioactivity measurements of soils and test 
its feasibility. This non-invasive method will not solve 
the problem of equivalence between the measured dose 
rates and the dose rates really received by the objects to 
be dated; however it can help to reduce the potential 
errors by providing a set of gamma dose rate values al-
lowing the reconstruction of the spatial variations of this 
quantity; this is the second scope of the paper. These 
developments follow requests from archaeologists who 
expressed their wish to avoid damaging archaeological 
remains when performing gamma dose rate measure-
ments.  

Due to the complexity of the problem, the approach 
developed here is based on Monte-Carlo simulations 
performed with the GEANT4 toolkit (Agostinelli et al., 
2003; Allison et al., 2006), designed at the CERN (Gene-
va), whose use as a dosimetric tool involving gamma and 
X rays has already been demonstrated (e. g. Guimarães et 
al., 2008). The advantage of such simulations is that a 
number of parameters can be separately tuned, which 
would otherwise be experimentally difficult to achieve. In 
the field of luminescence dating techniques, Monte Carlo 
simulations have already been performed to overcome the 
lack of experimental data for a number of situations (Fain 
et al., 1985; Brennan et al., 1997; Nathan et al., 2003; 
Aznar et al., 2003; Nathan and Mauz, 2008). Such simu-
lation techniques have also been undertaken for in-situ 
environmental gamma spectrometry studies (Bailiff and 
Slim, 2008; Allyson and Sanderson, 1998; 2001). 

The gamma dose rate determination at the surface of 
sediments will be described in the simple case of homo-
geneous sediments (section 2) and then, the dose rate 
reconstruction will be treated in the case where the radio-
elements contents vary with height (section 3). 

2. GAMMA SPECTROMETRY SIMULATIONS  

Gamma dose rate determination from surface meas-
urements 

In order to derive dose rates from spectra recorded 
with a portable gamma spectrometer inserted in sedi-
ments, the two most common techniques are the ‘window 
technique’ and the ‘threshold technique’ that was first 
described for a semi-infinite geometry by Løvborg and 
Kirkegaard (1974), followed by investigations with 
gamma spectrometers inserted in radioactive media (Mur-
ray et al., 1978; Liritzis and Galloway, 1980; Løvborg et 
al., 1979; Mercier and Falguères, 2007). Sanderson and 
Placido (1985) studied variations in the count rate record-
ed above a threshold by a NaI (Tl) spectrometer as a 
function of depth in Scottish vitrified forts. It has been 
shown that the threshold technique provides more precise 
results in a shorter amount of time (see Miallier et al., 
2009). More precisely, thus far the ‘energy threshold 
technique’ seems the most efficient solution (Guérin and 
Mercier, 2011). This technique consists of converting the 

energy deposition rate above threshold – which is the sum 
of the products of count-rate by corresponding channel 
energy for each channel above a lower threshold - in dose 
rate and is a variant of the Spectral Dose Index (SDI) 
approach proposed by Bargholz and Korsbech (1997) and 
Bucher et al. (2008), in which the count-rates are multi-
plied by the channel numbers (before energy calibration 
of the spectrometer). Simulated spectra recorded by a 
LaBr3 cell placed on the surface of calcareous sediment in 
which the radioactivity is homogeneously distributed 
have been obtained with a specifically designed GEANT4 
code. The compositions of this sediment as well as the 
others simulated in this paper are the same as in Guérin 
and Mercier (2011). For all the simulations discussed in 
the following, the cut-off has been set to 1 mm for the 
tracking of particles, which means that particles whose 
range is below 1 mm are not tracked; in such cases ener-
gy deposition is considered local.  

The simulated setup for this section is shown in Fig. 
1a where the cell is simply placed on the surface of the 
sediment, in the air, and Fig. 2 shows the corresponding 
spectra, presented in the form of cumulative energy rec-
orded above each channel (equivalent to the SDI ap-
proach). For these simulations gamma rays were homo-
geneously emitted in a semi-sphere of radius 70 cm just 
underneath the spectrometer cell, in the sedimentary 
medium. Each spectrum corresponds to one radioactivity 
source, i.e. thorium or uranium decay chains and potassi-
um. Notice that the primary emission spectra have been 

  

Sediments
Gamma probe

Attenuating disk

 
Fig. 1. Simulated setup. The crystal cell of a gamma probe is placed 
on top of sediments. a) The cell is directly placed on top of the sedi-
ments. b) An attenuating disk is placed between the sediments and the 
detecting cell. 

 

a) b) 
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derived from nuclear data available on the National Nu-
clear Data Center website1 and can be found in the elec-
tronic version of the paper by Guérin and Mercier (2011). 
The spectra have been normalized to match a 1 Gy·ka-1 
dose rate. As can be seen, the three spectra are close to 
each other around 180 keV, which is emphasized by the 
relative standard deviation between the three curves. In 
other words, the energy deposited per second above 180 
keV (hereafter referred to as the threshold value) does not 
depend on the origin of gamma rays. For this calcareous 
sediment, 1 Gy·ka-1 corresponds to 15.4±0.1 MeV·s-1 
deposited above threshold. The influence of the nature of 
sediments has also been tested using numerical simula-
tions with the GEANT4 code and results are given in Ta-
ble 1, indicating for each gamma source the energy depo-
sition rate recorded above threshold. It appears that, for 
the sediments tested here, the energy deposition rate 

1 www.nndc.bnl.gov 

above threshold is very little dependent on the nature of 
the soils – tested sediments are a calcareous soil, a sili-
ceous one, an organic-rich, low density sediment and a 
high density basaltic lava. In other words this energy 
deposition rate can be converted into gamma dose rate, 
regardless of the radiochemical composition and nature of 
the sedimentary environment. For that matter a simple 
proportionality rule would be used: 

( )
( )1

threshold,0

1
threshold1

sMeVE
sMeVE)kaGy(D −

−
−

⋅
⋅

=⋅ 


  (2.1) 

where D  is the dose rate of the measured sediment, 

thresholdE  is the energy deposition rate above threshold and 

thresholdE ,0
  is the same rate for sediment in which the dose 

rate is 1 Gy·ka-1. 

The issue of parasitic signals 
 In the case of archaeological excavations, it is very 

common to preserve portions of the sites for further re-
search. This results in a number of exposed sections close 
to the measurements points – i.e. on top of sediments 
under excavation – which may induce a significant para-
sitic signal in the spectrometer. To overcome this prob-
lem, a lead shield placed around the cell was considered 
first (for similar approaches see ICRU, 1994). If one 
wishes to get rid of at least 95% of the parasite signal, the 
lead shield should be at least 4 cm thick. If one imagines 
a cylindrical sheathing wrapped around the detecting cell, 
its mass would reach approximately 20 kg, which for 
practical reasons is unsatisfactory – archaeological re-
mains might be damaged.  

Another solution consists of a combination of two se-
ries of measurements performed at the same location: in 
the first the detector would simply be placed on top of the 
sediments, while in the second an attenuating disk would 
be placed between the cell and the sediments; in this 
latter case, only the signal emitted by the measured sur-
face would be affected (see Fig. 1b). Consequently the 
difference between the two spectra, taken at the same 
location, would be free of parasite signal. The question 
remains to determine an attenuating disk that would satis-
fy the following conditions: a) the signal emitted by the 
measured surface must be attenuated in a way that makes 
it exploitable, in the sense that the threshold technique 
can still be applied to compute a reliable dose rate value 
and b) the signal must be affected enough for a difference 
between the two series of measurements to be significant. 

To compute a dose rate from the difference between 
the two energy deposition rates (Eq. 2.1) then becomes: 

( ) ( )
( ) ( )1attenuated

threshold,0

1
threshold,0

1attenuated

threshold

1
threshold1
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)kaGy(D −−

−−
−

⋅−⋅

⋅−⋅
=⋅ 


  (2.2) 

 
Fig. 2. Simulated cumulative energies recorded by a 1.5 inch × 1.5 
inch LaBr3 detector placed on the surface of infinite calcareous homo-
geneous sediment. Each spectrum has been normalized to a 1 Gy·ka-1 

dose-rate. The relative standard deviation between the three cumula-
tive energy lines reaches a minimum (0.04%) at around 180 keV. 

 

Table 1. Energy deposition rate above threshold (MeV.s-1) in a LaBr3 
cell for the different radioelements found in soils and for different types 
of sediments. Data are normalized to a 1 Gy·ka-1 dose-rate and corre-
spond to thresholdE ,0  in Eq. 2.1. Densities are 1.8 g.cm-3 for the cal-
careous and siliceous sediments, 2.6 g·cm-3 for the lava and 1.6 g·cm-3 

for the organic rich sediment. Uncertainties correspond to one stand-
ard deviation calculated on a series of 20 independent simulation runs. 

Sediment composition U Th K 
Calcareous 15.4  0.2 15.5  0.3 15.4  0.2 
Siliceous 15.5  0.2 15.6  0.3 15.4  0.2 
Basaltic lava 15.5  0.2 15.9  0.3 15.7  0.2 
Organic rich 15.4  0.2 15.5  0.3 15.4  0.2 
Average 15.4 15.6 15.5 
Standard deviation 0.1 0.2 0.1 
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where ( )1−⋅ sMeVE attenuated
threshold
  and ( )1

0
−⋅ sMeVE attenuated

threshold,
  

correspond respectively to thresholdE  and thresholdE ,0
  when 

the crystal cell is placed on top of the attenuating disk.  
To determine the optimal disk, we first tested differ-

ent materials: lead, brass, aluminum and polymethyl 
methacrylate.  

Table 2 summarizes the results for the different simu-
lated options. For this series of simulations, the radius of 
the attenuating disks was arbitrarily chosen to be equal to 
15 cm. The choice of attenuator is then driven by the 
precision on the dose rate computed using the difference 
in energy deposition rate (see Eq. 2.2); since the potassi-
um has an average primary energy of gamma rays higher 
(1461 keV) than the uranium (537 keV) and thorium  
(615 keV) decay chains, a high atomic number attenuat-
ing material is less effective for potassium than for the 
other two radioactive sources. This induces a loss in pre-
cision when applying the threshold technique. Polyme-
thyl methacrylate was selected and since the precision is 
the same for the two tested thicknesses (2 and 4 cm), it 
was decided to work with a thickness of 4 cm: it gives a 
larger difference in energy deposition rate, and thus im-
proves the accuracy of the subtraction. The second step 
was to determine the adapted radius of the disk. Fig. 3 
shows the results of numerical simulations performed 
with GEANT4: the energy deposition rate above threshold 
is shown for a 1.5×1.5 inches LaBr3 crystal placed on top 
of a disk made of polymethyl methacrylate (cf. Fig. 1b), 
as a function of the disk radius. The simulated sediment 
is the same calcareous sediment as for Fig. 2. A radius of 
20 cm gives an attenuation of 91% of the maximum dif-
ference achievable with the chosen thickness and has 
been used for the simulations presented hereafter. The 
choice of this radius may be discussed, for instance a 
value of 30 cm would also be acceptable (98% of attenua-
tion). However, to make this technique easily applicable, 
in-situ, over a significant portion of excavated surfaces, it 
is important to work with a disk as small as possible, 
hence the choice of 20 cm for the disk radius in the simu-
lations hereafter. Fig. 4 shows the spectra corresponding 

to gamma irradiations from potassium, the uranium and 
thorium chains simulated for such an attenuating disk on 
the same sediment as for Fig. 2. Here again, the threshold 
is located at 180 keV and 1 Gy·ka-1 corresponds to  
10.6 ± 0.2 MeV·s-1. 

3. GAMMA DOSE RATE RECONSTRUCTION  

Here comes the question of reconstructing gamma 
dose rate patterns from the series of dose rates measured 
on the different surfaces exposed during the excavation. 
The issue of depth distributions of gamma emitting radi-
onuclides has been the subject of several studies in the 
field of in-situ gamma spectrometry. Mainly three ap-
proaches have been proposed: a) the differential attenua-
tion of gamma emission lines as a function of energy, 
sometimes referred to as the two lines method (Miller et 

Table 2. Rate of energy deposition above threshold (MeV·s-1)) in a LaBr3 cell placed on top of an attenuating disk for various materials and thick-
nesses. Coefficients are an average of coefficients for potassium, uranium and thorium. For details, see the text and Eq. 2.2. 

 Thickness (mm) 

attenuated
threshold

E
,0

  

(MeV.s-1/Gy.ka-1) Std dev. 

attenuated
thresholdthreshold EE

,, 00

1
 −

 

(Gy.ka-1/ MeV.s-1) Std dev. (%) 

Aluminum oxide 10 12.6 0.2 350 6.6 
20 10.7 0.2 210 4.9 

Brass 5 11.4 0.3 246 6.8 
10 8.7 0.4 149 5.4 

Lead 1 12.3 0.5 322 17.5 
2 10.6 0.7 208 14.0 

polymethyl methacrylate 20 12.6 0.1 355 4.1 
40 10.6 0.2 209 4.1 

 

 

 
Fig. 3. Attenuated deposited energy above threshold per unit time in a 
1.5 inch × 1.5 inch LaBr3 crystal placed on top of calcareous sediment, 
as a function of the attenuating disk radius. The attenuating disk is 
made of polymethyl methacrylate and is 4 cm thick. Error bars corre-
spond to the standard deviation, for energy deposition rates, between 
the potassium, the uranium and thorium decay chains. 
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al., 1994; Thummerer and Jacob, 1998); b) the forward 
scattering or photopeak to valley method, based on the 
ratio of count-rates in the full energy peak of a specific 
emission line and the count-rate in the valley between the 
corresponding Compton edge and the photopeak (Zom-
bori et al., 1992; Tyler et al., 1996; Tyler, 1999, 2004; 
Kastlander and Bargholtz, 2005; Tyler and Copplestone, 
2007); c) the use of lead plates and/or collimators (Korun 
et al., 1994; Benke and Kearfott, 2001). While the appli-
cation of the two first approaches is limited to simple 
depth distributions of radioelements – e. g. exponential 
decrease for 137Cs – the third suffers from the need for 
repeated measurements and long counting times. Besides 
it also requires heavy collimators, which is not satisfying 
when working on sites rich in archaeological material.  

The approach presented here takes advantage of the 
excavation process; a series of measurements performed 
with a spectrometer cell placed directly above the sedi-
ments is proposed, where two spectra are acquired (one 
with the attenuating disk between the sediments and spec-
trometer cell, and one without attenuator) every 5 cm of 
removed sediments. An excavation is here simulated to 
outline a way of computing a one-dimensional recon-
struction of gamma dose rate pattern along the altitude (z) 
axis, in a case where the radioelement contents are ho-
mogeneous in (x, y) directions. A block of sediments is 
materialized by 32 siliceous layers (thickness: 5 cm, same 
composition as for Table 1) on top of each other, for a 
total height of 160 cm. Two simple case studies will be 
presented here: in both cases the gamma dose rate varies 
by a factor of 2 along the measurement profile (z axis on 
Fig. 1), but in the first case – called the ‘smoothly hetero-
geneous’ one – the variations in radioelement contents 
are divided in five steps; in the second case, referred to as 

the ‘strongly heterogeneous’ case, the variations occur all 
at once. 

To simulate the excavation process, a series of simu-
lations is performed where the total number of layers is 
varied, starting with 32 layers (corresponding to a height 
of 1.60 meters) and ending with 12 layers (only 60 cm of 
sediments are remaining: one meter has been removed).  

When a dating object (e.g. heated flint, tooth or com-
bustion feature) is found during the excavation process at 
an altitude z, only half of its environment is remaining, 
since the sediments lying above have been removed. 
Therefore the spectrum acquired with the spectrometer 
placed on top of the sediments at this altitude only char-
acterizes the environment lying underneath the artifact. 
To overcome this problem, one has to find a way of tak-
ing the missing part of the environment into account. A 
simple way consists of taking the average of the dose rate 
determined at the altitude z and the dose rate determined 
previously at a higher altitude (z+a), which is supposed 
to characterize the environment that was lying above the 
artifact and that has been removed by the excavation 
process. This corresponds to the equation: 

2
)()()( azDzDzD SS ++

=


  (3.1) 

where D stands for the gamma dose rate received by the 
object to be dated, SD the dose rate derived from the 
gamma spectrum placed above the sediments, and a a 
distance parameter – to be determined – that would take 
account of the missing part of the environment. 

The ‘smoothly heterogeneous’ case 
To test the validity of this approach and get a first 

value of the key parameter a, the following configuration 
was simulated for smooth variations in radioactivity. Two 
levels were displayed on top of each other: the lower one 
was made of 18 layers of thickness 5 cm for a total height 
of 90 cm with radioisotopic contents of K: 1%, U: 1 ppm 
and Th: 6 ppm (concentrations are given in mass frac-
tions), and the uranium series was taken at equilibrium. 
The upper level consisted in 10 individual layers of 
thickness 5 cm with radioelement contents greater by a 
factor two, i.e. K: 2%, U: 2 ppm, Th: 12 ppm. Between 
the two levels, four intermediate layers of thickness 5 cm, 
had contents of layer 1 multiplied respectively by a factor 
1.2, 1.4, 1.6 and 1.8. Fig. 5 shows the image of the radio-
isotopic contents along the profile, as well as the results 
of Monte Carlo simulations. ‘Infinite matrix’ dose rates 
obtained by integrating the energy deposited per unit time 
in sediment detecting cells (thickness: 1cm) placed every 
5 cm along the profile are displayed as a function of alti-
tude; reconstructed values deduced from the simulated 
surface gamma spectra recorded by the LaBr3 crystal and 
computed using Eq. 3.1 are also shown. The value for the 
parameter a that gives the best reconstructed results, 

 
Fig. 4. Simulated cumulative energies recorded by a 1.5 inch × 1.5 
inch LaBr3 detector placed on the surface of an infinite calcareous 
homogeneous sediment, with an attenuating disk of polymethyl meth-
acrylate (radius: 20 cm, thickness: 4 cm). Each spectrum has been 
normalized to a dose-rate of 1 Gy·ka-1. For clarity the scale is the same 
as in Fig. 2. At 180 keV, the relative standard deviation between the 
three cumulative energy lines is 1.2%. 
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compared to the infinite matrix dose rates, is 20 cm and 
discrepancies are smaller than 7%.  

The ‘strongly heterogeneous’ case 
In the case of large calcareous blocks present in 

clayed sediments for instance, the nature of the heteroge-
neity is significantly different: the radioisotopic contents 
may strongly vary at the interface between the two ele-
ments (limestone and clay). For that matter, a similar case 
was simulated: the nature of the sediments was not 
changed - there were two levels of siliceous soil on top of 
each other - and the proportions of radioelements re-
mained the same, but this time the contents were multi-
plied by a factor 2 at the interface between the two layers. 
In this case the bottom level was made of 20 layers (5 cm 
thick) with contents K: 1%, U: 1 ppm and Th: 6 ppm and 
the upper level of 12 layers (5 cm thick) with contents K: 
2%, U: 2 ppm and Th: 12 ppm. The variations in the 
infinite matrix dose rate, as detected by layers of sedi-
ments (thickness: 1 cm as above) were much steeper and 
Fig. 6 shows reconstructed values. Taking a equal to  
20 cm gives again the best agreement between the two 
series of dose rates, but in this case, as expected, differ-
ences are higher, especially at the level of the interface. 
However these differences are inferior to 20%.  

4. DISCUSSION 

This series of numerical simulations is meant to try 
and design a new technique for gamma dosimetry map-
ping, which offers the advantage of avoiding the drilling 
of holes in archaeological sites and thus answers expecta-
tions from archaeologists, and which could be processed 
during excavation campaigns.  

In the field of retrospective dosimetry dating methods, 
it is common to perform gamma dose rates measurements 
in 4π geometry, either with passive dosimeters or porta-
ble gamma spectrometry cells inserted in sediments. The 
precision of such measurements generally is of a few % 
but the number of measurements if often limited; as a 
result there may be inadequacy between measured gam-
ma dose rates and dose rates received by the objects to be 
dated. 

In comparison, this paper deals with 2π, or semi-
infinite geometry measurements. The first outcome of 
this paper is a new method for determining gamma dose 
rates in such geometries, using a subtraction technique 
involving an attenuator. This technique allows character-
izing the radioactivity of a great number of exposed sur-
faces during excavations processes, since the measure-
ments are quickly performed (in a few minutes) and do 
not damage the sediments. Consequently, one can take 
advantage of these numerous determinations for calculat-
ing the dose rate really received by the samples which 
will be dated.  

The second question is then to find a way to exploit 
the 2π data for determining the 4π gamma dose rates 
received by the objects to be dated. The model presented 
here is very simple: it consists of an average of two 
measurements taken at two different altitudes. Experi-
mental validation will be needed to test and, if necessary, 
refine this model. It should be noted that in practice, such 
purely one-dimensional variations do not seem very real-
istic. Variations in the (x, y) plane should also occur; for 
a good coverage of sites, measurements should be per-
formed on each surface in different (x, y) locations. 
Therefore a more realistic model would include variations 
on these axes, and one can expect that taking account of 

 
Fig. 6. Dose-rates as a function of altitude in the ‘strongly’ heterogene-
ous case. Radioisotopic contents along the profile have been convert-
ed in infinite matrix dose-rates (solid line) and the dose-rate recorded 
by sediment volume elements are displayed (squares). Three sets of 
reconstructed values using Eq. 3.1 are plotted for a values equal to 15 
cm, 20 cm and 25 cm (respectively circles, upwards pointing triangles 
and downwards pointing triangles). 

 

 
Fig. 5. Dose-rates as a function of altitude in the ‘smoothly’ heteroge-
neous case. Radioisotopic contents along the profile have been con-
verted in infinite matrix dose-rates (solid line) and the dose-rate rec-
orded by sediment volume elements are displayed (squares). Three 
sets of reconstructed values using Eq. 3.1 are plotted for a values 
equal to 15 cm, 20 cm and 25 cm (respectively circles, upwards point-
ing triangles and downwards pointing triangles). 
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these variations may help reducing the differences be-
tween 2π reconstructed and 4π dose rates. The advantage 
of the outlined measurement technique lies in the great 
number of spectra that can be acquired in-situ, allowing a 
detailed characterization of radioactivity in soils. One can 
therefore reasonably expect that the use of this technique 
will improve the accuracy of retrospective dosimetry 
dating methods, by reducing the inadequacy between 
measured gamma dose rates and the gamma dose rates of 
interest. 

This being said, problems such as moisture content 
and radon escape are still not dealt with at this stage. 
During excavations, the surface of sediments is exposed 
to open air conditions and this will likely favor some 
drying and radon leakage from the sediments. To answer 
such questions would go beyond the scope of the study; 
however they should be born in mind when applying the 
technique outlined in this paper. 
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Preliminary insight into dose deposition processes in sedimentary media on
a scale of single grains: Monte Carlo modelling of the effect of water on the
gamma dose rate
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h i g h l i g h t s

< Monte Carlo simulations allowed us to study dose deposition processes in sediments.
< Simulation tools are presented and their performance is discussed.
< Beyond matrix effects, geometry parameters are of paramount importance.
< Grain/pore size is the most important parameter in such grain scale effects.
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a b s t r a c t

Water in soil affects the dose rate in sedimentary media. First it dilutes the radioelements, and second
the mass stopping power as well as photon interaction cross sections are greater in water than in typical
sediment constituents (Aitken, 1985). Here the effect of moisture on the gamma dose rate is investigated
using Monte Carlo simulations based on the GEANT4 toolkit. Dose deposition processes are studied on
the scale of individual grains in modelled well-sorted sediments: detailed tracking of gamma rays and
secondary electrons shed light on the relative importance of the different interaction modes at stake, as
a function of grain size, porosity and fraction of saturation of the sediments, as well as the energy of
gamma rays. A description of the specifically designed GEANT4 codes is provided, followed by
a comprehensive analysis of the phenomena. It is shown that geometry effects, specifically grain size and
compactness, have a great impact on gamma dose rates received by sediment grains and that these can
be quantified in the case of very simple grain assemblages. For a better accuracy in retrospective
dosimetry dating methods, morphological features of the sediments that influence dose rates should be
characterized and their influence on dose rate studied; Monte Carlo transport codes seem to be the
favoured tools for that purpose.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

In retrospective dosimetry dating methods such as lumines-
cence, the dose rate is affected by moisture in the environment.
Zimmerman (1971) evaluated the effect of moisture content on
alpha, beta and gamma dose rates for the case of pottery dating
with an approach based on what Aitken (1985) called “the infinite
matrix assumption”. In that case radioactivity measurements are
performed on dry bulk samples, and dose rates are calculated using
the deduced radioisotopic contents multiplied by conversion

factors (Guérin et al., 2011). The measured or estimated water
content is then taken into account: not only does water dilute the
radioisotope concentration in sediments, but also the mass stop-
ping power and attenuation cross sections of water are higher than
those of typical sediments. Zimmerman (1971), followed by Aitken
(1985), proposed the following equation to calculate the annual
gamma dose in a moist medium:

Dw ¼ Dd
1þ xWF

(1)

where Dd is the dose in the medium when dry, W is the saturation
water content expressed as (weight of water/dry weight), F is the
fraction of pore space occupied by water and x is the correction
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factor to make allowance for the different energy absorption
between water and medium.

2. Background

Taking x ¼ 1 leads to consider only the dilution effect, i.e. water
and sediment absorb the same amount of dose when averaged over
the spectrum of beta and gamma radiations. To estimate x,
Zimmerman (1971) computed the ratios of stopping powers and
absorption coefficients at representative energies (around 1 MeV
for gamma rays) and calculated a value x ¼ 1.14 for gamma rays.
Bowman (1976), Aitken and Xie (1990), followed by Nathan and
Mauz (2008) suggested correction factors calculated using the
differences in degraded spectra between dry and moist media.

These calculations were performed for ‘typical’ sediments and
were focussed on the effect of the composition change in the
matrix, due to the addition of water, on gamma interactions. It
should be noted here that the addition of water in sediments is only
a particular case, as was illustrated by Nathan and Mauz (2008)
who considered pores of their sediments filled with carbonates.

Besides what can be referred to as matrix composition effects,
Aitken and Xie (1990) give a detailed description of the physics
processes at stake in the moisture correction effect for gamma
radiation. Two individual values are suggested, for two different
cases: the casewhere the approach based on the ratio of interaction
cross sections is valid, which assumes that the size of dosimeters is
greater than the electron range; in this case x ¼ 1.065. The second
case deals with the situation where Charged Particles Equilibrium
(CPE) is reached; here the ratio of mass stopping powers should be
used and x ¼ 1.19. The underlying assumption is that the dimen-
sions of sediment grains and interstitial spaces are negligible
compared to charged particles range. These two cases highlight the
importance of the grain size on dosimetry. This paper follows this
discussionwith an approach focussed on the effects of geometry, on
the scale of dose deposition processes.

Considering pure siliceous environments, even though they are
not realistic, allows an investigation of geometry effects on dose rate
correction factors in a simple and comprehensive way, matrix
composition effects (i.e. addition of water in the interstitial spaces)
being reduced to their simplest form. The aim of the paper is to a)
present the Monte Carlo simulation tools used to study geometry
effects, on a grain scale, on dose deposition processes and b) discuss
the results of the first attempts at characterizing these effects in
simple modelled cases. A detailed study would involve micromor-
phology characterization of real sediments in order to determine
where thewater is present at the grains level; however this goes far
beyond the scope of the present study, whose objective is to identify
and describe key parameters in the variations of correction factors.

3. The model and corresponding simulation algorithms

The effects of grain size, gamma rays energy and consequently
source radioisotopes (potassium, uranium and thorium decay
chains), porosity and water filling of the pores, on gamma dose
rates in a moist medium were investigated. For that matter simple
geometries were simulated with the Monte Carlo simulation soft-
ware GEANT4 (Agostinelli et al., 2003; Allison et al., 2006), which
has already been used in the field of luminescence dating: recently,
studies regarding gamma spectrometry using GEANT4 have been
performed by Guérin and Mercier (2011) to study the response of
a gamma spectrometer cell inserted in sediments to improve the
accuracy of in-situ dose rate measurements. This work was asso-
ciated with an experimental validation by Miallier et al. (2009)
demonstrating the interest of numerical simulations for cases
where experimental data may be difficult to obtain. Bailiff and Slim

(2008) used MCNP for the design of a model to determine kerma in
air from retrospective dosimetry measurements (luminescence on
building bricks). Greilich et al. (2008) designed a GEANT4 code to
study artificial beta irradiation of samples in luminescence readers.
More generally, the use of GEANT4 in dosimetry studies involving X
rays, gamma rays and electrons (e.g. Guimarães et al., 2008) has
been shown to be very accurate in the energy range between 1 keV
and 100 TeV with the standard physics package (Burkhardt et al.,
2004; Apostolakis et al., 2008, 2009), and between 250 eV and
1 GeV for low energy extensions (Chauvie et al., 2001, 2004;
Apostolakis et al., 1999) such as the one derived from Penelope
(Sempau et al., 2003; Salvat et al., 2006) or the package based on
the models of Livermore (Cullen et al., 1991, 1997; Perkins and
Cullen, 1994). Faddegon et al. (2009) and Cirrone et al. (2010)
provide benchmark results regarding the tracking of particles
with GEANT4 compared with experimental data.

The low energy extension based on the Penelope physics list
package was used to accurately simulate low energy interactions,
which is of paramount importance when working on small scale
processes such as energy deposition in individual grains of sedi-
ments. During the Monte Carlo tracking of gamma rays and
secondary electrons, the production cut-off (i.e. the range under
which no secondary particle is generated) was set to 1 mm so that
the accuracy of the tracking is sufficient to observe effects on grains
of radius 20 mm and greater. The spectra used in this study to
simulate gamma radioactivity of potassium, the uranium and
thorium decay chains, have been derived from the ENSDF files and
were published in a previous study (Guérin and Mercier, 2011).

For the geometric parameters to be easily tuned, crystallo-
graphic packing systems of monodisperse grains were simulated,
and between two simulation runs the grain size was changed.
These systems are far from representing real sediments on a grain
scale, but present the advantage of allowing geometric features of
dose deposition processes to be studied in the frame of Monte Carlo
simulations. As a first step, an assemblage of quartz grains packed
in a body-centred cubic system was simulated; this choice was
dictated by the density of such an assemblage of quartz grains
(density: 2.62 g cm�3): the packing factor of this system being
0.680, the dry bulk density is 1.78 g cm�3 and is thus close to the
density of typical sedimentary environments. To derive correction
factors, two sets of simulations are needed: in the first one, the
pores between the grains are filledwith air, and in the secondwater
is the interstitial material (except in the study concerning the
amount of water in the pores, see Section 5).

In practice, these simulations require the use of a volume filled
with silicon dioxide grains, with dimensions approximating the
infinite matrix assumption; with a RAM memory of 2 Gigabytes,
approximately 1,000,000 grains can be simulated. In a body-
centred cubic system, it corresponds to a porous cube edge of
9 cm for grain radius of 500 mm, 3.7 cm for grain radius of 20 mm,
which are far from an infinite medium as far as gamma rays are
concerned. Therefore the cube containing quartz grains was placed
at the centre of a homogeneous siliceous matrix, of composition
silicon dioxide and density 1.78 g cm�3. This way the simulated
sediment may be considered homogeneous, although the granular
structure of the medium is only simulated at the centre of simu-
lated volume, where dose deposition processes are studied. The
detectors are the quartz grains themselves, and the effects of
heterogeneities at the level of dose deposition can be investigated.
It should be noted here that the infinite matrix degraded gamma
spectra entering the cube filled with quartz grains will not be
affected by the geometric features of the surrounding matrix since
the pore/grain size is negligible compared to the mean free path of
gamma rays in sedimentary media. In the following this algorithm
will be referred to as the ‘infinite matrix’ algorithm.
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A sphere of 70 cm in radius in which gamma rays are emitted
uniformly gives, at its centre, 99.3� 0.1% of the infinite matrix dose
rate for uranium, 98.5 � 0.4% for thorium and 99.6 � 0.2% for
potassium. For many questions these fractions of infinite matrix
dose rates would be satisfactory, however in the case of moisture
correction factors the density of humid sediments is higher than of
dry ones; as a consequence, the “almost” infinite matrix approxi-
mation is not exactly the same in these two cases. It should also be
noted that variations of 1% on dose rates will result in differences of
approximately 6% on correction factors. The radius of homogeneous
matrix for gamma emission should therefore be increased, at the
expanse of reasonable calculation time.

To overcome this technical problem, an algorithm has been
developed to simulate infinite matrices. Only the porous cube,
made of quartz grains and air or water filling the pores, is simu-
lated. Gamma rays are emitted homogeneously and isotropically
within the cube, and whenever a particle e either photon or elec-
trone reaches the edge of this cube it is reflected, i.e. its direction is
artificially reversed; this algorithm will be referred to as the
reflection algorithm hereafter. It is equivalent to a replacement of
the sediment grains, i.e. the cube, in order to follow photons and
electrons. It greatly improves statistical uncertainties since all the
emitted energy is deposited either in quartz or in air/water,
whereas in the ‘infinite matrix’ algorithm the rate of deposited
energy in the quartz grains is determined by the volume ratio
between the porous cube and the surrounding environment.

In order to validate this algorithm, three virtual cases were
simulated using both the ‘reflection’ algorithm and the ‘infinite
matrix’ algorithm (Fig. 1). To achieve the infinite matrix approxi-
mation, three virtual monoenergetic sources were investigated
with different energies: 50 keV, 100 keV and 200 keV. Taking
respectively 20 cm, 40 cm and 60 cm for the radius of the
surrounding homogeneous environment ensures that the quartz
grains record respectively 99.97 � 0.07%, 99.96 � 0.23% and
99.97 � 0.36% of the corresponding infinite matrix dose rates. For
the three different energies, different grain sizes were simulated
using both algorithms and all data points, within uncertainties, are
consistent with the 1:1 line. Uncertainties are given as one standard
deviation estimated after at least 150 independent simulation runs.

It should be noted that validation of the ‘reflection algorithm’ is
achievable e within reasonable uncertainties and simulation time
e only with low energy gamma and X rays (<200 keV), i.e. in
a region where photoelectric effect is dominant. For greater ener-
gies the radius of emission sphere should be drastically increased to
satisfy the infinite matrix assumption, which would result in great
uncertainties for the calculations performed with the infinite
matrix algorithm. However from a tracking point of view, the
performance of the reflection algorithm should not be affected by
the studied energy range: the important feature is that gamma rays
(and secondary electrons) are reflected when exiting the cube
containing the quartz grains, which involves the GEANT4 trans-
portation manager and should, therefore, not depend on interac-
tion processes. We thus assume that the performances of this
algorithm are not dependent on the photon primary energies.

In the following, results are obtained using the ‘reflection’
algorithm since it simultaneously reduces calculation times and
statistical uncertainties. Using this algorithm, gamma rays are
emitted homogeneously and isotropically in the cube containing
the silicon dioxide. The underlying assumption is that the grain size
is negligible compared to the mean free path of gamma rays.

4. Grain size and energy dependency

The physics mechanisms driving the evolution of correction
factors as a function of energy and grain size were investigated.
Interaction cross sections (without coherent scattering, i.e. based
on Photoelectric and Compton cross sections) have been calculated
using the XCOM software (Berger et al., 2009) and are shown in
Fig. 2; results in the following section will be analysed in regard to
these data. In this section, all simulations are still performed in
a geometry made of SiO2 grains packed in a body-centred cubic
system. Either air e in the dry case e or water e in the humid case
e completely fills the interstitial spaces between grains. The
influence of packing factor and water filling of the pores is dis-
cussed in Section 5.

4.1. Monoenergetic gamma rays

The objective is here to provide a description of the variations in
the moisture correction coefficients as a function of two parame-
ters: energy and grain size in the sediments. Fig. 3 shows correction

Fig. 1. Validation of the reflection algorithm. Correction factors obtained in the infinite
matrix approximation are plotted against correction factors obtained using the
reflection algorithm for different virtual monoenergetic gamma ray sources. For each
energy the grain radius, assembled in a body-centred cubic crystal system, is increased
from 100 to 500 mm (intermediate values are 150, 200, 300 and 400 mm). The line 1:1 is
also plotted, and all data points are consistent with this line, within uncertainties.

Fig. 2. Attenuation cross sections according to the XCOM software (Berger et al., 2009).
Total cross sections do not include coherent scattering. Below 100 keV attenuation is
higher in SiO2 than in water. Photoelectric cross sections are greater than Compton
ones below 40 keV in SiO2, below 20 keV in water.
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factors for different energies and grain sizes. As can be seen, for
a given grain size, the x value is increased with the gamma rays
energy. In other words the dose absorbed by water is all the more
important when the energy is high. Moreover for a given energy,
the x value is increased as the grain size is reduced; these two
features can be explained using interaction characteristics, first for
gamma rays and then for secondary electron particles.

Let us first consider the simple case of low energy gamma rays in
a large grain size environment. For E ¼ 50 keV and r ¼ 500 mm,
secondary electrons have a range smaller than grain and pore
dimensions, so one can consider in a first approximation that
secondary electrons deposit dose mainly in the volume where they
are generated. Therefore, the gamma interaction cross sections of
silicon dioxide (0.282 g cm�2 without coherent scattering) and
water (0.207 g cm�2) play a dominant role since they define the
probability of a secondary electron to be generated in or outside
a grain. Moreover, secondary gamma rays will greatly affect the
correction factor because Compton cross sections (0.158 g cm�2 for
SiO2, 0.180 g cm�2 for water) are significantly higher than Photo-
electric cross sections (0.124 g cm�2 for SiO2, 0.027 g cm�2 for
water). The correction factor x ¼ 0.34 � 0.04 is thus lower than the
ratio of attenuation cross sections (0.73) and the dose absorbed in
water is lower than in SiO2.

When the energy is increased for a given grain size, two varia-
tions will cause the increase of dose absorbed by water: first,
secondary electrons will deposit dose in a number of grains and
pores, and since the electron stopping power is higher in water
than in SiO2, the fraction of dose deposited in water is also higher.
Second, Compton cross sections inwater are higher than in SiO2. As
a result water will absorbmore than its share byweight for primary
gamma energies greater than 1 MeV (x > 1), for a 500 mm radius.

Fig. 3 also shows that, for a given energy, the x value is increased
when the grain size is decreased. It seems that all energy series tend
towards a limit value, which is x ¼ 1.19e1.20 for small grain sizes
(radius: 20 mm). This value corresponds to the correction coefficient
proposed by Aitken and Xie (1990) as well as Nathan and Mauz
(2008) for beta radiation. These results can be interpreted in the
light of the infinitematrix assumption: for small grains, the range of
the electrons that are generated through either Compton or
photoelectric effects is greater than grain or pore dimensions. As
a result, electrons will deposit a small amount of energy in a great
number of volume elements, and their energy in two consecutive
volume elements will be only slightly changed. When the dimen-
sions of grains and pores are negligible compared with the electron
range, the correction factors are then determined by matrix

composition effects rather than by geometry effects. The way
electrons are generated in the sedimentary medium, as well as
their location e inside or outside a SiO2 grain e has no effect on the
correction factor. In this case, this factor is determined by the ratio
of mass stopping powers between water and SiO2, hence the
convergence of the gamma correction factor towards the one
calculated for beta radiation (for the mass stopping powers, see
Berger et al. (2005)).

The two extreme cases e low energy, large grain size or high
energy, small grain size e correspond to the two cases discussed by
Aitken and Xie (1990), and the x factor variations are similar.

4.2. Potassium, uranium and thorium series

The processes driving the variations in x being determined, the
same algorithm can be used to determine values that are of direct
interest in the field of luminescence dating. If the case of potassium
is a particular case of a monoenergetic source, with an energy of
1.46 MeV, the cases of thorium and uranium are more complex,
since a great number of gamma ray lines are to be considered.
Formally the correction factors can be taken as the weighted mean
of the correction factors explicitly calculated for each different line;
the weighting would be computed using the line intensities and
more precisely their contribution to dose rate. However, for
convenience simulations were performed using the spectra from
Guérin and Mercier (2011): in this case the energy sampling is
achieved in the simulation code, at the level of gamma rays emis-
sion. The results are shown in Fig. 4. As expected, the correction
factors increase when the grain size is decreased, and the value for
small grains (20 mm) is 1.19, in agreement with published data for
beta radiation. Moreover, for a given grain size, the x value is
increased from uranium to thorium series and then to potassium,
a trend already shown by Nathan and Mauz (2008).

In the field of luminescence dating, grain sizes are generally
between a few mm and 100 mm in radius. Within this grain size
interval, our correction factors range between 1.16 and 1.19 for
potassium, 1.13 and 1.18 for uranium, 1.14 and 1.19 for thorium.
These values are consistent with the values proposed by Aitken and
Xie (1990) in the small grains case but are significantly higher than
the values proposed by Nathan and Mauz (2008) e between 0.98
and 1.06, because the secondary electrons were not considered in
this study e i.e. only gamma interactions were simulated. Our
values are actually much closer to the original value proposed by

Fig. 3. Influence of energy on x factor, as a function of grain size. Grains are assembled
according a cubic-centred crystal system. The variations in correction factors depend
on the energy of the primary gamma rays.

Fig. 4. K, U and Th values for x in a body-centred cubic assemblage of grains, as
a function of grain size.
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Zimmerman (1971) e x ¼ 1.14 e although the approaches are very
different.

5. The effects of porosity and water filling of the pores

The use of a simple geometry provides a tool to investigate the
effects induced by parameter variations on moisture correction
coefficients. In this section, the objective is to focus on sediment
parameters such as porosity e represented by the factor W in Eq.
(1) e and water filling of the pores e factor F in Eq. (1). Simulations
presented hereafter have been performed using the reflection
algorithm, for different geometrical configurations: first is dis-
cussed the effect ofW, and for that matter the packing of the grains
is varied. Then the amount of water filling the pores is changed.

5.1. The effect of porosity

Table 1 summarizes the physical parameters such as densities in
the dry and humid cases, packing factor and related W factor for
three cubic packing systems: the cubic simple system, the body-
centred cubic system and finally the face-centred cubic system.

Fig. 5 shows the results of simulations for uranium, thorium and
potassium in the different packing systems, for different grain sizes.
A first result is that x depends onW,which is not assumed in Eq. (1).
The correction factor is increased with the water content at satu-
ration, which can be interpreted as follows: since the sediment
composition does not change from one packing system to another,
the electron range in the different configurations is roughly the
same. However given a range, the number of grains and pores
crossed by secondary electrons is increased with the extent of
compaction. Therefore the higher the value of W is, the greater the
dose absorbed by water. In this case again, it can be interpreted in
terms of closeness to the infinite matrix assumption: the closer to
this assumption, the higher the correction coefficient. It may also be
noticed that the differences between the three packing systems is
decreased when the grains are small, since the three curves e for
each radioactivity source e tend towards the same limit of
1.19e1.20 discussed above. Table 2 summarizes the correction
factors simulated for K, U and Th in the three packing systems and
for different grain sizes. Values for massive dosimeters (e.g. rock
pieces) are given in Table 3.

5.2. The effect of water filling the pores

The last factor appearing in Eq. (1), F, is now investigated: the
amount of water in the pores was tuned. Pragmatically it was
achieved by changing the density of the water that fills the pores.
Indeed when a photon or an electron is tracked between grains, the
interaction probability and dose deposited will in a first order
approximation not be affected by the geometrical repartition of
water between the grains e i.e. it is equivalent to crossing 0.2 mm
of water with a density of 1 g cm�3 or 1 mm of water of density
0.2 g cm�3. However, in terms of angular scattering these two

Table 1
Characteristics of the three packing systems simulated to study the influence of
porosity on correction factors. In this series of simulations the interstitial spaces are
completely filled with air or water, respectively in the dry and humid cases.

Packing system Cubic simple Body-centred
cubic

Face-centred
cubic

Packing factor 0.524 0.680 0.740
Density, dry (g cm�2) 1.37 1.78 1.94
Density, humid (g cm�2) 1.85 2.10 2.20
W 0.347 0.180 0.134

Fig. 5. The influence of W on correction factors, respectively for potassium (a), uranium (b) and thorium (c). The densities, packing factors and W values of the three pure quartz
assemblages e with air/water filling the pores e are shown in Table 1.
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situations are different and further studies would be needed to
quantify the effect of this simplification on the correction factor
values. Simulation results are shown on Fig. 6, for two different
grain sizes: 60 mm and 400 mm, which are assumed to give an
estimation of the behaviour in this size range.

Before discussing the general tendency, it should be noted that
when the density of water filling the pores is decreased, the relative
amount of dose deposited inwater is lower which reduces counting
statistics. Despite the high uncertainties, the two datasets show
a common trend: the correction factors are increased when F is
decreased. This feature can be explained by the number of pores
and grains in which electrons deposit dose, which is increased
when F is decreased. The same reasoning as above can be applied:
the closer to the infinite matrix assumption, the higher is x.
However, for given grain size and radioisotope, the variations in x
do not exceed 5%, and these variations can hardly be taken as
quantitative results because of the lack in precision.

6. Discussion

This simulation series gives information on the dose deposition
processes in sedimentary media, and more specifically at the level

of quartz grains which are the simulated dosimeters in the present
study. First, for sediment grains the equation proposed by
Zimmerman (1971) should be rewritten in the form:

Dw ¼ Dd
1þ xðW; F; r; ½K�; ½U�; ½Th�ÞWF

(2)

However before adding several steps in the dating process, the
variations induced by the different factors should be clearly
assessed. First, the effect of the amount of water filling the pores is
relatively low on the correction factor, especially if sediments
remain in the field of typical humidity conditions, i.e. between 40
and 80% of the saturation level. The effect of porosity can be treated
in the same way; if one assumes that typical densities for dry bulk
sediments are of the order of 1.8e2 g cm�3, variations due to theW
factor are of 2e3% at most.

By contrast, the source of the gamma rays -i.e. U, Th or K e may
induce important variations for large grains but this effect is
reduced for radii smaller than 150 mm: differences between
correction factors calculated for K, U and Th do not exceed 2% in
that case. So, in practice, taking the mean value e i.e. assuming that
K, U and Th equally contribute to gamma dose ratese should not be
too problematic, except in extreme cases.

Consequently, the most important source of variation in the
correction factor is the grain size. For a grain radius of 100 mm, for
the current models x ¼ 1.14 in average whereas for smaller grains
(radius: 20 mm) x ¼ 1.19 e hence a variation of 4%. It should also
be noted here that for smaller grains, correction factors should be
close to 1.19e1.20, which seems to be a limit value that can be
derived from calculations on the ratio of electron mass stopping
powers of water and silicon dioxide.

Despite these general conclusions, it is needed here to temper
the numerical results obtained in this study since it is based on

Table 2
Water correction factors for gamma radiation obtained using Monte Carlo simulations for the three radioelements found in sediments, as a function of the packing system and
grain size. Uncertainties are given in italic and correspond to one standard deviation.

Grain radius
(mm)

Cubic simple Body-centred cubic Face-centred cubic

K U Th K U Th K U Th

20 1.181 0.002 1.157 0.017 1.164 0.019 1.194 0.008 1.176 0.030 1.185 0.034 1.205 0.002 1.193 0.034 1.188 0.032
40 1.165 0.002 1.132 0.016 1.137 0.019 1.184 0.010 1.160 0.027 1.163 0.027 1.198 0.002 1.176 0.027 1.173 0.033
60 1.154 0.003 1.112 0.015 1.118 0.021 1.177 0.011 1.152 0.024 1.167 0.022 1.189 0.003 1.165 0.032 1.169 0.038
80 1.146 0.003 1.102 0.014 1.105 0.017 1.170 0.013 1.134 0.024 1.137 0.017 1.177 0.003 1.138 0.030 1.153 0.031
100 1.140 0.003 1.086 0.014 1.104 0.019 1.164 0.014 1.128 0.025 1.139 0.032 1.173 0.003 1.139 0.029 1.154 0.045
150 1.131 0.003 1.071 0.017 1.085 0.016 1.154 0.016 1.113 0.027 1.127 0.036 1.162 0.004 1.116 0.032 1.137 0.030
200 1.124 0.004 1.061 0.015 1.074 0.016 1.144 0.018 1.094 0.022 1.106 0.028 1.156 0.004 1.095 0.031 1.111 0.038
300 1.115 0.005 1.058 0.015 1.073 0.017 1.137 0.02 1.086 0.025 1.095 0.027 1.147 0.005 1.101 0.032 1.107 0.033
400 1.109 0.005 1.044 0.014 1.054 0.017 1.129 0.023 1.082 0.023 1.087 0.035 1.148 0.005 1.106 0.029 1.112 0.038
500 1.106 0.006 1.042 0.017 1.053 0.016 1.127 0.025 1.062 0.022 1.082 0.031 1.143 0.006 1.088 0.029 1.084 0.031

Table 3
Correction factors computed by Aitken and Xie (1990), Nathan andMauz (2008) and
in the present study, in the case of a massive dosimeter such as a rock piece. In this
case the flux variations induced by the presence of water are the only cause of
correction coefficients. Uncertainties are given in italic and correspond to one
standard deviation.

Aitken and Xie (1990) Nathan and Mauz (2008) This paper

K 1.065 1.04e1.06 1.089 0.029
U 0.99e1.02 1.074 0.046
Th 0.98e1.02 1.056 0.049

Fig. 6. Influence of the water filling of the pores on the correction factor, for two different grain sizes. Grains are packed in a body-centred cubic crystal system; the grain radius is
(a) 60 mm and (b) 400 mm.
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simulations performed in perfectly sorted, simple environments,
and the application of these values in sediments exhibiting
complex grain size distributions is not straightforward. Neverthe-
less it becomes clear that combining experimental characterization
of the environment of the natural dosimeters (grains) used for
dating purposes, with Monte Carlo simulations will be of para-
mount importance to determine a) dose rates for specific dosime-
ters in given environments and b) the key parameters influencing
the dose rates received by natural dosimeters such as quartz grains.

7. Conclusion

Dose rate determination in sedimentary media has been long
known to be dependent on matrix composition effects. In this
paper it is shown that another set of parameters, related to
geometry, should be taken into account: the way space is filled by
grains and pores of various dimensions have a significant influence
on dose deposition processes and thus dose rates to natural
dosimeters. These effects have been quantified in simple cases
using Monte Carlo simulations with the GEANT4 toolkit. The range
of applicability of the results is limited by the very simplified
description of sedimentary media. However the investigated dose
rate effects are important; characterization of samples on a micro-
morphological scale, coupled to numerical simulation of dose
deposition processes using codes similar to the ones described
here, should be considered in the future.

In typical sediments, beta radiation plays a more important role
in the total dose rate e especially when working with sediment
grains e so future work should tackle the question of correction
factors for beta radiation. In this case, a good knowledge of the
radiochemistry of sediments will be needed since radioisotope
spatial distributions will play a determining role. Assessing the
impact of parameter variation on correction factors for beta radi-
ation will also certainly help interpreting equivalent dose distri-
butions obtained using the single grain technique since, until now,
it remains difficult to obtain valuable dosimetric information on the
scale of individual grains. Finally, considering these difficulties in
getting such reliable experimental data, it seems that numerical
modelling is a powerful tool to investigate this field of lumines-
cence dating methods.
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1. Introduction

Quaternary studies increasingly involve physical dating
methods. Among the most widely used, trapped charge dating
methods on crystalline minerals allow the dating of sediment
deposition (optically stimulated luminescence e OSL, and Electron
Spin Resonance e ESR; in these methods exposure to sunlight is
dated), teeth (ESR) and last heating of stones (thermoluminescence
e TL). In particular, quartz and feldspars, due to their ubiquity on
the Earth surface, are extensively used. Determining an age requires
the knowledge of two physical quantities: the paleodose or accu-
mulated energy per unit mass since the last luminescence signal
resetting and the dose rate which is the rate of dose accumulation
in the minerals. During the last two decades, much effort in the OSL
field has been devoted to the development of methods aimed at
determining the dose equivalent (ED) to the palaeodose.

By contrast, very few studies have focused on the dose rate
received by sedimentary grains (e.g. Brennan, 2003, 2006; Fain
et al., 1999; Nathan and Mauz, 2008; Mayya et al., 2006;
x: þ33 5 57 12 45 50.
uérin).
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Cunningham et al., in this issue). Dose rate contributions are due to
cosmic radiation and the different types of radioactivity from the
regolith: gamma, beta and alpha rays are emitted following
radioactive decay from the uranium and thorium decay series and
potassium (as well as rubidium to a lesser extent). The infinite
matrix assumption is the most widely used concept to evaluate
dose rates to sedimentary grains, except for gamma dose rates
which are by some workers measured in situ. The infinite matrix
allows the radioisotopic contents in the studied samples to be
converted into corresponding alpha and beta dose rates using
conversion factors (e.g. Adamiec and Aitken, 1998). Allowance for
grain size and moisture content is made using ad hoc factors which
are themselves derived from infinite matrix considerations. The
aim of this paper is to present the underlying concepts for dose rate
estimation, provide sets of updated conversion and correction
factors, and discuss their validity. Beta dose rates will be the main
focus of this paper, because it is generally the most important
contribution to dose rates in sedimentary media. A case study of
small-scale beta dose rate variations modelling will be presented
where: 1) experimental characterization of a sample is made; 2)
Monte Carlo simulations of beta radioactivity is run using a specif-
ically designed GEANT4 code; and 3) single grain dose rates are
extracted.
finite matrix assumption and associated concepts: A critical review,
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Table 1
Energy release and dose rates in the 232Th decay series.

Isotope Half-life
(s)

Alpha Beta Gamma

Energy Dose
rate

Energy Dose
rate

Energy Dose
rate

232Th 4.43$1017 4.003 0.0821 0.0113 0.0002 0.0011 0.0000
228Ra 1.81$108 e e 0.0092 0.0002 0.0004 0.0000
228Ac 2.21$104 e e 0.4171 0.0086 0.8602 0.0176
228Th 6.03$107 5.406 0.1109 0.0195 0.0004 0.0031 0.0001
224Ra 3.16$105 5.673 0.1164 0.0023 0.0000 0.0104 0.0002
220Rn 5.56$101 6.288 0.1290 e e 0.0006 0.0000
216Po 1.45$10�1 6.778 0.1390 e e 0.0000 0.0000
212Pb 3.83$104 e e 0.1721 0.0035 0.1437 0.0029
212Bi 3.63$103 2.175 0.0446 0.5034 0.0103 0.1039 0.0021
212Po

(0.641)
2.99$10�4 5.631 0.1155 e e e e

208Tl
(0.359)

1.83$102 e e 0.2140 0.0044 1.2136 0.0249

Total 0.7375 0.0277 0.0479
Pre-Rn total 0.3093 0.0094 0.0180
Adamiec and Aitken (1998)
Total 0.7320 0.0273 0.0476
Pre-Rn total 0.3050 0.0091 0.0178
Rel. difference (%)
Total 0.75% 1.34% 0.70%
Pre-Rn total 1.42% 3.53% 0.84%

1. Energies are given in MeV and represent the energy emitted per disintegration.
2. Branching ratios are shown in parenthesis against the radioelements in the
branches; associated values given for energy release are after adjustment for
branching. Note that the branching also affects the energy release of the radioele-
ment at which the branching occurs; thus the value given for the alpha release by
212Bi is 35.9% of the full energy e because 208Tl is formed by alpha emission from
212Bi.
3. Beta components include Auger electrons and internal conversion; gamma
components include X-rays and annihilation radiation; alpha recoil and neutrinos
are not included due to their insignificant contribution to dose rates (cf. Adamiec
and Aitken, 1998).
4. A dash indicates that no radiation of that type is mentioned by the National
Nuclear Data Centre.
5. Dose rate values are given in Gy ka�1 per ppm of parent (i.e. mg of parent per kg of
sample), assuming equilibrium in the decay chains. The activity of the parent is

G. Guérin et al. / Radiation Measurements xxx (2012) 1e82
2. The infinite matrix assumption: concepts and validity

2.1. Dose rate conversion factors

The infinitematrix concept in the field of radiationphysics (Fano,
1954; Roesch andAttix,1968; Aitken,1985) is based on conservation
of energy such that all the energy that is emitted in an infinite
matrix e in practice of dimensions greater than the range of the
considered particles e is also absorbed in this matrix. In the case of
a homogeneousmatrix, the rate of emitted energy per unitmass and
unit time is equal to the rate of absorbed dose; this physical quantity
is named the infinite matrix dose rate. In practice knowledge of
radioisotopic contents, as well as the radioelements half-life and
mean energy per disintegration, allows calculating the dose rate
received by any volume element taken in this infinite, uniform
matrix. Tables 1e3 present up-to-date dose rate conversion factors
respectively for the different radioisotopes in the Th- and U-decay
chains, and for K (adapted from Guérin et al., 2011 e see references
therein for former values1). However, these conversion factors do
not take account of spatial heterogeneities in sediments such as
restricted radioactive source geometries where grain size and
source density are significant for accurate beta dose rate calculation.
As an example, consider a medium in which all the potassium is
located in monodisperse (single-sized) potassium feldspar grains
mixed with monodisperse quartz grains (whose size may be
different from feldspars). The energyavailable forquartz depends on
the self-dose to these feldspars, i.e. the dose received by feldspar
grains due to their internal potassium content, which depends on
their size: whether feldspars have a diameter of 200 mm (self-dose:
7.3%) or 20 mm (self-dose: 0.7%) will cause differences in dose rates
received by the quartz grains, even if their size is the same in both
cases. In the former case, only 92.7% of the energy emitted by feld-
spars is available for quartz, in the latter 99.3%. Hence the use of
conversion factors, without taking account of the self-dose to
radioactive minerals, overestimates beta dose rate to quartz by
a factor that depends on the size andmass of the radioactive sources.
4.057 Bq per kg of sample.
6. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon.
7. Relative differences are calculated between this paper and values from Adamiec
and Aitken (1998).
2.2. Beta dose rates: attenuation factors

Quartz grains generally have very low radioisotopic contents
compared to typical sedimentary media. They represent hetero-
geneities in the uniform infinite matrix considered so far, and
allowance has to be made for this non-uniformity in the radiation
field. Based on the principle of energy conservation, the superpo-
sition theorem allowed Mejdahl (1979), followed by Fain et al.
(1999) and Brennan (2003) to calculate attenuation factors for
quartz grains, as a function of their size and shape. The approach
consists of considering a quartz grain in an infinite homogeneous
matrix; in the case where radioelements are uniformly distributed
in the matrix and in the grain, the grain receives the infinite matrix
dose rate. So in the real case, where the quartz grain is not radio-
active, it receives the infinite matrix dose rate minus the self-dose
component. In this studywe present up-to-date self-dose values for
quartz and feldspars, calculated with GEANT4 (Table 4) and with
dose point kernels2 derived from experimental data (Supplemen-
tary Data: Table SD1). The two independent approaches are in good
agreement; hence we advocate their use in the field of paleodosi-
metric dating methods.
1 Updates of conversion factors follow the evolution in nuclear fundamental data.
The most important variation in the last decade corresponds to a new evaluation of
40K half-life.

2 Dose point kernels are the density probability functions of dose deposition
around a point source of a given radionuclide.
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These attenuation factors are valid for quartz grains surrounded
by a uniform, infinitematrix. However, for highlighting the limits of
validity of this assumption, one can consider a typical sample
currently dated by OSL as, for instance, an infinite sand-dune made
of 200 mm quartz grains. In such a case, radioelements may be
located in potassium feldspar grains, heavy minerals such as
zircons, apatites, or monazites, etc. Let us assume that the radio-
elements are located in volume elements that follow two condi-
tions: a) they represent a mass fraction negligible compared to that
of quartz; and b) their size is negligible compared to the range of
beta particles. Since all the energy that is emitted in this medium is
absorbed in it, and given the fact that quartz is the only absorbing
material, the 200 mm quartz grains receive the infinite matrix dose
rate, without attenuation. Taking the classical attenuation factor
derived from the self-dose values (Table 4) would result in under-
estimating beta dose rate to the quartz grains by 7.5% for potassium,
14.3% for uranium series and 20.0% for thorium series. A second
case of interest is an infinite sand-dune made of quartz grains, with
two different sizes: 100 mm and 200 mm grains, 50% each in mass
composition. Conservation of energy requires that the quartz grains
receive, on average, the infinite matrix dose rate. Since they are
greater in size, the 200 mm grains “attenuate” radiation more than
the 100 mm grains and, therefore, receive lower dose rates than the
100 mm ones. As a consequence the 200 mm quartz grains will
finite matrix assumption and associated concepts: A critical review,8



Table 2
Energy release and dose rates in the Uranium (238U and 235U) decay series.

Isotope Half-life (s) Alpha Beta Gamma

Energy Dose rate Dose rate, nat. U Energy Dose rate Dose rate, nat. U Energy Dose rate Dose rate, nat. U
238U 1.41$1017 4.193 0.264 0.262 0.007 0.0005 0.0004 0.001 0.0001 0.0001
234Th 2.08$106 e e e 0.059 0.0037 0.0037 0.008 0.0005 0.0005
234Pam 6.95$101 e e e 0.810 0.0509 0.0506 0.016 0.0010 0.0010
234Pa (0.0016) 2.41$104 e e e 0.001 0.0001 0.0001 0.001 0.0001 0.0001
234U 7.75$1012 4.759 0.299 0.297 0.012 0.0007 0.0007 0.001 0.0001 0.0001
230Th 2.38$1012 4.664 0.293 0.291 0.013 0.0008 0.0008 0.001 0.0001 0.0001
226Ra 5.05$1010 4.775 0.300 0.298 0.004 0.0002 0.0002 0.007 0.0005 0.0005
222Rn 3.30$105 5.489 0.345 0.343 e e e 0.000 0.0000 0.0000
218Po 1.86$102 6.001 0.377 0.375 e e e e e e
214Pb 1.61$103 e e e 0.291 0.0183 0.0182 0.239 0.0150 0.0149
214Bi 1.19$103 0.001 0.000 0.000 0.654 0.0411 0.0408 1.475 0.0928 0.0921
214Po 1.64$10�4 7.687 0.483 0.480 e e e 0.000 0.0000 0.0000
210Pb 7.01$108 e e e 0.033 0.0021 0.0021 0.005 0.0003 0.0003
210Bi 4.33$105 e e e 0.389 0.0245 0.0243 e e e
210Po 1.20$107 5.304 0.333 0.331 0.000 0.0000 0.0000 0.000 0.0000 0.0000
238U total 2.695 2.676 0.1429 0.1419 0.1104 0.1096
238U Pre-Rn total 1.156 1.148 0.0570 0.0566 0.0022 0.0022
235U 2.22$1016 4.114 1.663 0.012 0.029 0.0117 0.0001 0.164 0.0665 0.0005
231Th 2.20$106 e e e 0.146 0.0591 0.0004 0.023 0.0094 0.0001
231Pa 1.03$1012 4.924 1.990 0.014 0.032 0.0130 0.0001 0.040 0.0160 0.0001
227Ac 6.87$108 0.070 0.028 0.000 0.012 0.0049 0.0000 0.001 0.0002 0.0000
227Th (0.986) 1.61$106 5.808 2.347 0.017 0.050 0.0202 0.0001 0.154 0.0621 0.0004
223Fr (0.014) 1.32$103 0.005 0.002 0.000 0.000 0.0002 0.0000 0.001 0.0003 0.0000
223Ra 9.88$105 5.664 2.289 0.016 0.068 0.0275 0.0002 0.135 0.0546 0.0004
219Rn 3.96$100 6.753 2.729 0.019 0.007 0.0027 0.0000 0.058 0.0235 0.0002
215Po 1.78$10�3 7.392 2.987 0.021 e e e e
211Pb 2.17$103 e e e 0.450 0.1817 0.0013 0.064 0.0258 0.0002
211Bi 1.28$102 6.549 2.647 0.019 0.013 0.0053 0.0000 0.047 0.0191 0.0001
211Po 5.16$10�1 0.021 0.008 0.000 e e e e e e
207Tl 2.86$102 e e e 0.495 0.2002 0.0014 0.002 0.0009 0.0000
235U total 16.690 0.1185 0.5265 0.0037 0.2807 0.0020

Total 2.795 0.1457 0.1116
Pre-Rn total 1.267 0.0603 0.0042
Adamiec and Aitken (1998)
Total 2.78 0.146 0.113
Pre-Rn total 1.26 0.06 0.0044
Rel. difference (%)
Total 0.53% �0.24% �1.28%
Pre-Rn total 0.52% 0.54% �4.43%

1. See notes 1e7 of Table 1.
2. Themass abundances used in the natural Uranium calculations for 238U and 235U (respectively 99.29% and 0.71%) correspond to the natural atomic abundances of 99.28% and
0.72% respectively.
3. The activity of the parent (per ppm of parent) is 12.44 Bq per kg of sample for 238U, 79.94 for 235U and 12.92 for natural Uranium.
4. The rows labelled ‘pre-Rn’ give the values for 100% escape of radon in the case of 238U series, but because of the short half-life of 219Rn the values given for natural Uranium
include contributions of that gas and its daughters.
5. 218At, 218Rn, 210Tl, 206Tl and 215At have been omitted since their contribution to the total is less than 0.1%.

Table 3
Dose rate data for potassium and rubidium.

40K 87Rb

Natural abundance (mg g�1) 0.119 283
Half-life (Ga) 1.248 48.1
Average energy per disintegration

(MeV)
Beta 0.499 0.0817
Gamma 0.1557

Specific activity (Bq kg�1) for
concentration of 1% nat. K and 50
ppm of nat. Rb

Total 316.4 44.8
Beta 282.5 44.8
Gamma 33.73

Dose rate (Gy ka�1) for concentrations
as above

Beta 0.7982 0.0185
Gamma 0.2491

Dose rate, Adamiec and Aitken (1998) Beta 0.782 0.019
Gamma 0.243

Relative differences Beta 2.07% �2.67%
Gamma 2.49%

1. The energy given for Potassium is that released per disintegration, i.e. after
allowance for branching between beta and electron capture followed by beta decay
(89.28% and 10.72% respectivelye note: the intensity of the 1460.82 keV gamma ray
line is equal to 10.66%).
2. The contents given in row 1 correspond to natural atomic abundances of
116.7 ppm and 27.8%.
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receive less than the infinite matrix dose rate, whereas the 100 mm
grains will receive more than the infinite matrix dose rate ewhich
is in striking contradiction with the attenuation factors derived
from self-dose values. The classical self-dose approach, therefore,
underestimates beta dose rates to quartz.

2.3. The effects of moisture on dose rates

The effect of water content on dose rate is twofold: firstly, it
dilutes the radioelements (radioisotopic contents, per unit mass,
are lower); and secondly, “water absorbs more than its fair share”
(Aitken, 1985, p. 69) since the stopping power is higher for water
than for quartz. Zimmerman (1971) computed the ratio of stopping
powers of water to aluminium (as a proxy for silicon dioxide) to
evaluate the infinite matrix dose rate fraction received by quartz in
a moist medium, using the following equation:

Dw ¼ Dd
1þ xWF

(1)
finite matrix assumption and associated concepts: A critical review,



Table 4
Beta self-dose values (f) used to derive attenuation factors (1 � f) following the approach of Mejdahl (1979). Values were calculated with GEANT4 for potassium, uranium and
thorium, for two different minerals: quartz and potassium feldspar.

Grain size
(diameter, mm)

GEANT4

Potassium Uranium Thorium

Quartz
(d ¼ 2.65 g cm�3)

KAlSi3O8

(d ¼ 2.60 g cm�3)
Quartz
(d ¼ 2.65 g cm�3)

KAlSi3O8

(d ¼ 2.60 g cm�3)
Quartz
(d ¼ 2.65 g cm�3)

KAlSi3O8

(d ¼ 2.60 g cm�3)

20 0.007 0.007 0.038 0.037 0.048 0.047
40 0.014 0.014 0.057 0.056 0.077 0.075
60 0.022 0.021 0.072 0.070 0.098 0.097
80 0.029 0.028 0.084 0.082 0.117 0.115
100 0.037 0.035 0.095 0.093 0.134 0.131
120 0.044 0.042 0.105 0.103 0.149 0.146
140 0.052 0.050 0.115 0.113 0.163 0.160
160 0.059 0.057 0.125 0.122 0.176 0.173
180 0.067 0.064 0.134 0.131 0.188 0.185
200 0.075 0.072 0.143 0.140 0.200 0.196
250 0.095 0.091 0.165 0.161 0.225 0.221
300 0.114 0.110 0.185 0.181 0.247 0.243
400 0.154 0.148 0.223 0.217 0.286 0.281
600 0.231 0.223 0.289 0.282 0.350 0.343
800 0.304 0.294 0.346 0.338 0.403 0.395
1000 0.372 0.360 0.395 0.387 0.449 0.441
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where Dd is the dose in the medium when dry, W is the saturation
water content expressed as (weight of water/dry weight), F is the
fraction of pore space occupied by water and x is the correction
factor to make allowance for the different energy absorption coef-
ficients between water and medium. For beta radiation Zimmer-
mann proposed x ¼ 1.25. Recently Nathan and Mauz (2008) used
the radiation transport code MCNP to calculate a value for x in
a specific medium. For a calcareous medium they found
x ¼ 1.19e1.20, in agreement with a value proposed by Aitken and
Xie (1990) e all these approaches being based on homogeneous,
infinite matrix considerations.

However, Guérin and Mercier (accepted for publication) have
recently discussed the effect of moisture on gamma dose rates in
sedimentary media. The x value (Eq. (1)) has been shown to be
dependent on the packing geometry of the grains and mainly on
the grain/pore size compared to the secondary electrons range. In
the case of beta radiations, one can for simplicity consider once
again the case of beta particles emitted in potassium feldspars.
Before reaching quartz grains, these particles will necessarily cross
pore space, filled at least partially with water, before reaching
quartz. For example if pore space was infinite compared to this
range, beta particles would deposit all their energy in water, i.e.
before entering quartz grains. The x value, accounting for the effect
of water, would in this case tend towards the infinite. Hence the
effect of water e the x value e is underestimated by the classical
approach, although it remains valid when the grain/pore size is
negligible compared to the range of beta particles.

2.4. Summary

From a historical point of view, it should be noted that the
infinite matrix dose rates and associated concepts (the attenuation
factors and the classical formulation of the effect of moisture on
dose rates (Eq. (1))) were developed before the reference work of
Aitken (1985). At this time the most widely studied objects in the
field of luminescence was pottery using the quartz inclusion
technique. From this perspective, the infinite matrix approach e

including attenuation factors and classically calculated effect of
water e was probably justified as in many cases quartz grains are
surrounded by a quasi-infinite, uniform (on the scale of electrons
range) medium. However, the range of applications of lumines-
cence dating methods has greatly increased, and nowadays most
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luminescence dating studies concern sedimentary deposits e from
sand dunes to loess through clays and silts. In such contexts,
sedimentary grains may not be surrounded by an infinite, uniform
matrix. To evaluate the effects of radioactive source geometry, grain
size distribution and moisture content on beta dose rates to quartz
grains, Monte Carlo simulations of beta radioactivity were per-
formed on a sample exhibiting geometrical characteristics as far as
possible from an infinite, uniform medium.

3. A case study: experimental characterization and
simulation of beta radioactivity

For this purpose experimental characterization, followed by
beta radioactivity modelling was achieved on an inter-laboratory
comparison sample, taken from a Beach-ridge in Skagen
(Denmark). This sample, presented by Buylaert et al. (2006; see also
Nielsen et al., 2006), is made of coarse grains, whichmeans that the
infinite matrix assumption is not verified (cf. Section 2). The aim of
this modelling study was to determine beta dose rates to quartz
grains in the inter-laboratory comparison sample.

3.1. Experimental characterization

Radioisotopic contents were measured with a low-background
high purity Ge gamma spectrometer. However since this sample
has been proposed for an inter-comparison study between
a number of luminescence dating laboratories, absolute values for
radioisotopic contents will not be provided in this paper. For
localizing the potassium emitters, further analysis was performed
with a Scanning Electron Microscope (SEM) coupled to an Energy
Dispersive X-ray Spectrometer (EDS): a few grams of sample were
spread on a glass plate and a total of 10,434 grains were analysed.
In a first step, the grain size distribution was determined (Fig. 1),
assuming sphericity of the grains e i.e. equivalent circle diameter
was determined for each grain, based on its surface on the SEM
images. Fain et al. (1999), as well as Nathan (2011), showed that in
general the shape of the grains does not affect dose rates to grains
by more than a few %. EDS analysis was also performed on each of
the 10,434 grains and it was found that a great majority of these
grains weremade of quartz, even though feldspars also contributed
to a significant fraction of the total. Whereas SEM-EDS is not well
suited to localize uranium or thorium in sedimentary media
finite matrix assumption and associated concepts: A critical review,0



Fig. 1. Grain size distribution for the inter-laboratory comparison sample. Black
squares: all grains in the sample. Red circles: only potassium feldspars (see text for
details). (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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because of insufficient concentrations of these elements, the
distribution of potassium in the sample was obtained (Fig. 2). A
peak of potassium content equal to 14% (inmass) showed a number
of pure potassium feldspar grains.

3.2. Monte Carlo modelling of beta radioactivity: dry sediments

Simulation tools combined the PackLSD software (Donev et al.,
2005), based on the LubachevskyeStillingereDonev (LSD) algo-
rithm, and specifically designed GEANT4 codes, which are presented
in Supplementary Data (SD1). Validation of these simulation tools
is also presented in Supplementary Data (SD2), in the case of grains
surrounded by a uniform, infinite matrix (Fig. SD1). In such
configurations, the beta dose rates to quartz were in good agree-
ment with the calculations using the attenuation factors derived
from Table 4; the x values to account for the effect of moisture were
also in good agreement with the values proposed by Nathan and
Mauz (2008).

The PackLSD software achieved random close packing with
a compactness value equal to 0.635 with the grain size distribution
taken from Fig. 1, which is close to typical densities for sediments.
Fig. 2. Potassium content distribution in the sedimentary grains of the inter-laboratory
comparison sample.
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Initially, all the grains were simulated as silicon dioxide exclusively
(density: 2.65 g cm�3) and the interstitial spaces were filled with
air, i.e. the sand was simulated dry. Beta particles were emitted
with energies randomly sampled according to the Fermi model for
beta spectra, modified by Behrens and Szybisz (1976) (primary
spectra are provided as SD3). Primary particle source positions
were sampled inside the grains, within 2 mm from the surface with
constant activity, to mimic a situation where grains would be sur-
rounded by a radioactive grain coating. In this case, self-dose to
coating was negligible and the only effect studied here was the
deviation between the dose rates received by the grains and the
predicted values using attenuation factors. The fraction of infinite
matrix dose rate received by the grains is shown as a function of
their size (Fig. 3) for the three different emission series: potassium,
uranium and thorium. As expected, quartz, on average, received the
infinite matrix dose rate. However, the differences between
attenuation values calculated using the self-dose approach
(Table 4) and the direct evaluation of beta dose rates to grains were
found to be very important. For grains in the 180e250 mmgrain size
range, taking the values from Table 4 would result in approx. 15%
underestimation of beta dose rate to quartz for potassium, 25e30%
for the uranium series and 40e45% for the thorium series.

Due to the characterization of the studied sample, potassium
could be localized by SEM-EDS analysis. Therefore, in a second
simulated experiment, potassium feldspar grains were also simu-
lated among quartz grains. For the modelling, the potassium
content distribution (Fig. 2) was simplified: the grains having
a potassium content lower than 6% were considered as pure quartz
grains (i.e. with no potassium), whereas the grains showing
[K] > 6% were simulated as pure potassium feldspars ([K] ¼ 14%,
formula: KAlSi3O8, density: 2.60 g cm�3). These grains represented
7% of the total number of grains, which corresponded to a potas-
sium content equal to 0.96%, in mass percentage of the sample. This
percentage was considered to be representative of typical sedi-
ments. Beta particles were emitted inside the potassium feldspars.
In this case, not only the attenuation factors were at issue, but
a second effect had to be considered: potassium feldspars were
self-irradiated, leading to a fraction of the emitted energy not
available for quartz. It should be noted that potassium feldspars did
not exhibit a grain size significantly different from the global grain
size distribution of the sample. The mass-weighted distribution
was centred on approx. 300 mm, which according to self-dose
values from Table 4, gives average self-dose to potassium feld-
spars as equal to 11%. Therefore only 89% of the infinite matrix dose
rate was available for quartz. Fig. 4 shows the fraction of infinite
matrix dose rate received by the quartz grains, as a function of their
size, compared to results using attenuation factors derived from
Table 4. For these simulations, since beta particles were emitted in
‘hotspots’, the dose rate to each quartz grain size class was
extremely dependent on the simulated LSD packing files. In
particular, the random close packing of the grains resulted in
variable dose rates received by the grain size classes containing
a low number of grains. In some cases these grains were close to
hotspots, whereas in other cases they were distant to these beta
radioactivity sources. As a consequence, to minimize stochastic
artefacts in dose rates to quartz due to a single simulated geometry,
it was decided to perform the simulations for 10 different geometry
configurations and calculate average values. As a result, the
uncertainties on the simulated dose rates (Fig. 4) were of the order
of several percent e whereas uncertainties on these dose rates for
each particular configuration did not exceed 1%.

As can be seen (Fig. 4), the irrelevance of attenuation factors
(which underestimate dose rate to quartz by approx.15%) is roughly
compensated by the auto-irradiation to feldspars (only 89% of the
infinite matrix dose rate is available for quartz). We find that
finite matrix assumption and associated concepts: A critical review,



Fig. 3. Monte Carlo simulated Fraction of infinite matrix beta dose rate received by quartz grains as a function of their size (red circles), compared to data calculated using
attenuation factors (black squares: 1 � 4, see Table 4). The grain size distribution was taken from Fig. 1 (inter-laboratory comparison sample) using the PackLSD software and the
compactness value was equal to 0.635. The grains were surrounded by air and beta particles were emitted close to the surface of grains, in a 2 mm thick coating. In the 180e250 mm
range, the classical approach, based on attenuation factors, underestimates dose rates to quartz by: 15% for K (a), 25e30% for U (b) and 40e45% for Th (c). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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modelled dose rates were 1% higher than classically calculated dose
rates for the 180e250 grain size fraction. The fact that these two
effects compensate for each other can be explained as follows:
whereas the attenuation factors do not apply because of the
absence of surrounding infinite homogeneous matrix, the dose rate
received by quartz grains is affected by the self-dose to feldspars.
Because the grain size distributions for quartz and feldspars are the
same, the relevant factors also have the same value. In other words,
in such a case the attenuation factors commonly used can still be
Fig. 4. Same as in Fig. 3a, but beta particles were emitted in potassium feldspars. The
effect of self-dose to feldspars compensates for the irrelevance of attenuation factors.
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applied, but for another reason (self-dose to feldspars) than the
classical one (attenuation of radiation).

3.3. Monte Carlo modelling of beta radioactivity: moist sediments

Air was replaced by water in the interstitial spaces between
grains, in order to compare beta dose rates in the dry medium to
those in the moist medium, and derive x values from Eq. (1). The
studied sample had a moisture content of 12% (value at sampling
time), expressed as the ratio of weight of water over dry weight
(factorWF in Eq. (1)). To match this experimental value, the density
of water in the pore space was set equal to 0.55 g cm�3 and water
was distributed uniformly throughout the sediment. In reality, such
a water content value is probably the result of only part of the pore
space being filled by water, presumably directly around the grains
due to surface tension effects. However whether photons or elec-
trons go through 1 mm of water, with a density equal to
0.55 g cm�3, or through 0.55 mm of water with a density equal to
1 g cm�3, does not make any difference in terms of interaction
probability and energy loss.

The obtained x values turned out to be greatly dependent on the
simulated packing configurations. For the simulations where beta
particles were emitted close to the surface of grains, the x factor
was equal to: 1.31�0.01 for potassium, 1.46� 0.02 for the uranium
series and 1.59 � 0.02 for the thorium series. Such differences are
mainly explained by the mean energy of these beta particles:
deviations from the infinite matrix assumption values (1.19e1.20
according to Nathan and Mauz, 2008; which corresponds to the
“pottery” casee cf. SD2) are all themore important than the energy
of beta particles is decreased, for a given grain/pore size distribu-
tion (for a discussion of these effects, see Guérin and Mercier,
finite matrix assumption and associated concepts: A critical review,2



Fig. 5. Simulated single grain beta dose rates from potassium to quartz grains
(diameter: 207 mm). a) Pottery case: compactness value is equal to 0.005, quartz grains
are surrounded by a homogeneous siliceous matrix in which potassium is uniformly
distributed. b) Sand case: compactness value is equal to 0.635, 7% of the grains were
potassium feldspars, which were the only source of radioelements.
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accepted for publication). For beta particles emitted in potassium
feldspars, x¼ 1.41�0.02. It seems that the difference in x values for
potassium between the two different configurations (emission in
feldspars or in the grain coating) can be explained by the self-dose
to feldspars: most of the electrons emitted in potassium feldspars
will have lost a significant fraction of their energy in the feldspars;
hence their mean energy outside the emitting grains is lower,
which results in an increase of the x value.

For the studied sample, beta dose rate was clearly dominated by
the contribution from potassium. In summary, the classical
approach overestimates infinite matrix dose rates by not taking
account of the radioactive inclusions size, but underestimates dose
rates to quartz grains both by using attenuation factors and classical
x values to account for moisture in the sediments. Due to these
compensated effects, the classically calculated dose rates over-
estimated the modelled dose rates by 2% in the 180e250 grain size
fraction of this sample.

3.4. Monte Carlo simulated single grain dose rates

Single grain equivalent dose measurements have become
a valuable tool in the field of Quaternary geochronology. However
the equivalent dose distributions present important dispersion
values, and most samples exhibit an over-dispersion, i.e. many
grains have equivalent doses incompatible with statistically
modelled parameters. Two kinds of factors are responsible for such
over-dispersions: intrinsic factors including statistical errors,
instrument reproducibility, etc. (for a comprehensive study, see
Thomsen et al., 2005) whereas extrinsic factors comprise potential
partial resetting of luminescence signals, complex spatial distri-
bution of radioelements, post-depositional processes such as
sediment migration. However, so far very few quantitative studies
have been focused on these extrinsic factors (Mayya et al., 2006;
Brennan, 2006; Cunningham et al., in this issue).

Using the GEANT4 codes described in Supplementary data SD1,
single grain dose rate data were simulated. For the grain size class
having a radius equal to 207 mmewhich represents 20% of the total
number of grains, and which would be studied in standard single
grain OSL measurements e every quartz grain was defined as
a particular detector. Two configurations were simulated: the
pottery case (SD2), in which the grains were surrounded by
a homogeneous, moist, siliceous infinite matrix, and the sand case
(Sections 3.2 and 3.3) e corresponding to the real case for the
studied sample, with water between grains. For the latter, beta
particles were emitted in potassium feldspars, i.e. in hotspots. The
corresponding simulated single grain dose rates to quartz, resulting
from 0.96% in potassium (mass%), are plotted in Fig. 5. Several
features are of interest: first, the shape of the distribution is
symmetric in the pottery case, whereas it is asymmetric in the sand
case. Second, the dispersion is much greater in the sand case than in
the pottery case. These features had already been foreseen by
Brennan (2006) for alpha radioactivity hotspots and byMayya et al.
(2006) for beta emissions from potassium feldspars. It can be
explained in terms of probability for a quartz grain to be close to
a hotspot. Fewgrains were actually close to hotspots (high dose rate
component), whereas a majority of them were at some distance
compared to the range of beta particles (mode of the distribution).

This study on single grain dose rates has been limited to beta
dose rates from potassium. However such results show that the
choice of logged or unlogged age models for the interpretation of
single grain equivalent dose distributions may be determined on
physical grounds, based on a relevant characterization of the
studied samples. Thus far, a common approach to calculate an age is
to use statistical models for equivalent dose determination, such as
the Central Age Model (Galbraith et al., 1999) assuming
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a logenormal equivalent dose distribution. By contrast, dose rates
are derived from K, U and Th and therefore correspond to mean
dose rates potentially leading to erroneous ages.

Another application of such single grain dose rate distributions
is the determination of different components in equivalent dose
distributions. Either dose rate variations can explain the observed
equivalent dose distribution e taking intrinsic factors into account
(see e.g. Thomsen et al., in this issue) e or this distribution must
involve other dispersion factors. In the latter case it would become
possible to identify e.g. poorly bleached grains, or sediment mixing,
inside a population. Moreover appropriate over-dispersion valuese
at least for the extrinsic factors affecting the dispersion e could be
determined for the use of theMinimum AgeModel (Galbraith et al.,
1999) or of the Finite Mixture Model (Roberts et al., 2000).

3.5. Discussion of the models

Future research should include a refinement of the models
presented here; in particular the potassium distribution was over-
simplified in the modelling study presented here. It should also
be noted that a few grains of the inter-laboratory comparison
finite matrix assumption and associated concepts: A critical review,
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sample appeared to be very rich in zirconium. In general, zircons
exhibit very high contents in uranium and thorium and may be the
main source of uranium and thorium contributions. Simulation
tools have been described, which would allow simulations of beta
radioactivity in particular samples. A case by case approach would
then allow identifying the most pertinent parameters of interest
when studying single grain equivalent dose distributions. Beta
dosimetry cartography, as proposed by Rufer and Preusser (2009),
would certainly improve the experimental characterization of the
sediment samples: a combination of such beta dose rate mapping
and Monte Carlo modelling, though challenging, seems to be
a future possibility. In particular the modelling presented here
assumed no micromorphological structure in the simulated
sample, since random close packing was applied to describe the
geometry; such features should be accounted for in Monte Carlo
modelling for an accurate determination of dose rates to quartz
grains in sedimentary media. In practice this would add complexity
to the simulated geometries, but GEANT4 is well designed to simu-
late complex geometries.

Beyond beta radiations, given the range of alpha particles in
matter e several tens of microns in typical media e it is obvious
that departure from the infinite matrix assumption will be most
often greater for this type of radiations. Monte Carlo modelling
could also be applied on alpha dosimetry questions, but experi-
mental characterization of sediment samples on the scale of the
range of alpha particles is a considerable challenge.
4. Conclusions

The infinite matrix assumption is commonly assumed in the
field of paleodosimetric dating methods. This assumption allows
converting radioisotopic contents in infinite matrix dose rates; it is
also the basis for calculation of attenuation factors, and for taking
the effect of moisture on dose rates into account. Updated dose rate
conversion factors and attenuation factors have been presented,
and since they correspond to up-to-date nuclear data, we suggest
these values should be used in replacement of those published by
Adamiec and Aitken (1998) for dose rate conversion factors, and by
Brennan (2003), Fain et al. (1999), orMejdahl (1979) for attenuation
factors.

However this assumption is only valid in particular cases and,
given the range of dating applications, most often it is not verified.
The effects of departure from this assumption have been shown to
be very important for the particular sample studied here. Monte
Carlo modelling is proposed as a way of quantifying these dosim-
etry effects for beta radiations, and the specifically designed codes
have been described and validated in well-known cases. Determi-
nation of radioisotopic contents is not sufficient to derive dose rates
to quartz grains as knowledge of the radioelements location, as well
as sediment characterization e in particular analysis of geometrical
features e becomes necessary. For the studied sample the different
effects discussed in this paper turned out to compensate for each
other within a few percent; however it might not always be the
case and in general, the infinite matrix dose rate is a concept whose
use might need to be justified.
Please cite this article in press as: Guérin, G., et al., On the use of the in
Radiation Measurements (2012), doi:10.1016/j.radmeas.2012.04.004
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Appendix A. Supplementary data

Supplementary data related to this article can be found online at
doi:10.1016/j.radmeas.2012.04.004.
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Supplementary Data  

SD 1: Descr ipt ion of the simulat ion tools 

The Experimental characterization of the inter-laboratory 
comparison sample was used to simulate beta dose rates received by 
quartz grains. Donev et al. (2005) have made available a software 
called PackLSD that generates random close packing with ellipsoids – 
in this study spheres – of different sizes in specified proportions, using 
the Lubachevsky-Stillinger-Donev (LSD) algorithm. The input data to 
run the PackLSD software consists of the number of grain species 
(twelve in the present study), their sizes, in relative units, and their 
proportions. Given these parameters, 1000 grains are randomly placed 
in a cubic box, with a compactness value equal to 0.005, defined as the 
volume fraction occupied by spheres. Then the radius of each grain is 
increased, keeping constant the ratios of diameters between the 
different size species, and the grains move isotropically, until two 
grains enter in collision. An elastic treatment of the collisions allows 
computing new directions and velocities for the two grains, and the 
algorithm is repeated until either the desired compactness value or the 
limit number of collisions is reached. The output of the PackLSD 
software consists of a text file containing the number of species, their 
diameter in relative units - knowing that the cubic box in which they 
are packed has a size by default equal to one - and the positions of the 
1000 grains. The compactness of the achieved packing is also 
provided. In this study the grain size data (Fig. 1) for the inter-
laboratory comparison sample was the input data for the PackLSD 
software. The user can choose either periodic boundaries, or specify 
that all the spheres must be fully inside the cubic box. For this study, 
periodic boundaries were chosen so that several cubes could be placed 
next to each other. 

 The output file of the PackLSD software was then used as 
the input for simulations of beta radioactivity with Geant4 (version 
9.4). The specifically designed Geant4 codes will now be described, 
followed by the validation of the simulation tools. Geant4 is a Monte 
Carlo particle matter written in c++, which allows an object-oriented 
programming. For the purpose of this study, six classes were used – 
the three first being mandatory in any Geant4 code: 
DetectorConstruction is the class responsible for the geometry 
definition, including materials; PhysicsList is used to define the 
simulated particles, the physics processes, and to specify the 
corresponding data sets used for the tracking of particles; 
PrimaryGeneratorAction allows the emission of primary particles with 
specified positions, directions and energies; in addition to these 
mandatory classes, three user classes were implemented: RunAction 
allows the user to define specific actions at the beginning and end of a 
simulation run; EventAction and SteppingAction are similar, but 
actions are performed at the beginning and end of, respectively, each 
event (an event corresponds to the emission of a primary particle and 
ends when all secondaries either have been “killed” by absorption, or 

have exited the geometry) or each step (a step is the smallest transport 
unit in Geant4).  

 In the DetectorConstruction class, the different materials 
were defined: SiO2 (density: 2.65 g.cm-3) for quartz, sed_SiO2 for dry 
siliceous sediment (same composition but density of 1.8 g.cm-3), H2O 
for water (with a dubious density of 0.55 g.cm-3, see section 3.3 for 
explanations), sed_SiO2_H2O for wet siliceous sediment (SiO2: 89.3 
%, H2O: 10.7 % in mass for WF = 12 %, cf. Eq (1); density: 2.02 
g.cm-3), KAlSi3O8 (density: 2.60 g.cm-3) for potassium feldspars, and 
air (N: 77 %, O: 23% in mass fractions, density: 1.28 mg.cm-3). It 
should  be  noted  that  for  each  of  the  twelve  grain  sizes,  one  “SiO2–
x”material was defined, with the same composition but with a number 
specific for each study. Then the PackLSD output file was read, and all 
the dimensions from this file were scaled so that the diameter of the 
smallest grains of the PackLSD output file was equal to 112 µm (it 
corresponded to the smallest grains of the inter-laboratory sample 
having a proportion greater than 0.2 %). The twelve different grain 
sizes simulated had diameters ranging from 112 to 602 µm; the total 
fraction of grains with sizes below 112 µm accounted for 1.6 % in 
grains number, and the mass fraction that was neglected in this 
approximation was ~1. 10-6. 125 identical cubes, each containing 1000 
grains, were placed next to each other in a 5x5x5 array – hence the 
choice of periodic boundaries in the PackLSD program. Between the 
grains, air, water or siliceous sediments were simulated, according to 
the desired configuration. 

 Electrons, positrons and gammas were defined in the 
PhysicsList class. Given the size of volume elements it was of 
paramount importance to have precise tracking of the particles on the 
scale of tens of microns. Several physics packages are available for 
such purposes; however for the tracking of charged particles on such 
scales, mixed algorithms such as Penelope are known for being very 
robust (e.g. Nathan, 2011). Therefore the following processes were 
simulated with the Penelope physics data sets - for gamma rays: 
photoelectric effect, Compton scattering, pair production and Rayleigh 
scattering; for electrons and positrons: multiple scattering, ionisation, 
bremsstrahlung; for positrons: annihilation. The production cut, to 
avoid infrared divergence, was set equal to 5 µm for the range of 
secondary particles. For the tracking to be precise, the simulation steps 
were limited to 20 µm – which means that physics data sets were 
updated every 20 µm to account for the energy dependence of the 
simulated physics processes. 

 In the PrimaryGeneratorAction class, particles – in this 
study electrons – were emitted with energies sampled among the 
spectra calculated with the Fermi model, modified after Behrens and 
Szybisz (1953); these spectra are provided in supplementary data (SD 
XXX). Directions were isotropically sampled, and positions depended 
on the simulated configurations. For the pottery case (cf. SD section 
2), where grains represented only 0.5 % of the volume, positions were 
homogeneously sampled in the box containing the grains and the 
homogeneous, siliceous matrix; events were discarded at their start – 
by the SteppingAction class, cf. infra – whenever primary positions fell 
inside a grain. Otherwise positions were either sampled inside the 
potassium feldspars or in the outer shell of the quartz grains 

Table SD1: Self-dose values (φ) used to derive attenuation factors (1- φ) following the approach of Mejdahl (1979). Values were calculated with dose point kernels for potassium, 
uranium and thorium, for three different minerals: quartz, potassium feldspar and sodium feldspar. 
 

 
Dose point kernels 

 
Potassium U ranium Thorium 

G rain size 
(diameter , µm) 

Quartz (d=2.65 
g.cm-3) 

KAlSi3O8 
(d=2.55 g.cm-3) 

NaAlSi3O8 
(d=2.61 g.cm-3) 

Quartz (d=2.65 
g.cm-3) 

KAlSi3O8 
(d=2.55 g.cm-3) 

NaAlSi3O8 
(d=2.61 g.cm-3) 

Quartz (d=2.65 
g.cm-3) 

KAlSi3O8 
(d=2.55 g.cm-3) 

NaAlSi3O8 
(d=2.61 g.cm-3) 

20 0.008 0.008 0.008 0.04 0.04 0.04 0.055 0.054 0.054 
40 0.015 0.014 0.015 0.059 0.058 0.059 0.083 0.082 0.082 
60 0.022 0.021 0.022 0.073 0.072 0.073 0.104 0.103 0.103 
80 0.029 0.028 0.029 0.085 0.084 0.084 0.122 0.12 0.121 

100 0.036 0.035 0.036 0.096 0.094 0.095 0.139 0.137 0.137 
140 0.051 0.049 0.05 0.116 0.114 0.115 0.168 0.165 0.166 
180 0.066 0.064 0.065 0.134 0.132 0.133 0.192 0.189 0.19 
200 0.074 0.071 0.072 0.143 0.14 0.141 0.203 0.200 0.201 
250 0.093 0.089 0.091 0.164 0.161 0.162 0.228 0.225 0.226 
300 0.112 0.108 0.109 0.184 0.181 0.182 0.25 0.247 0.248 

1000 0.368 0.358 0.36 0.392 0.385 0.387 0.449 0.443 0.445 

 

145



10 G . Guérin et al., article soumis à Radiation Measurements 

(thickness: 2 µm) when simulating radioelements located in a coating 
surrounding the grains. 

 The RunAction class allows the user to act at the beginning 
and end of each run. In our study it was responsible for defining the 
generator of random numbers and setting its seeds. It was decided to 
work with the RanecuEngine, which is part of the CLHEP (a Class 
Library for High Energy Physics); it presents the advantage of letting 
the user set the seeds of the generator. In our case these seeds were 
sampled using the /dev/urandom file, serving as a pseudo-random 
number generator. Finally the RunAction class allowed saving data 
files at the end of each simulation run. 

 The EventAction class was responsible for dividing a 
simulation run in several slices, each corresponding to a fixed number 
of events. This way data files comprised a number of independent – or 
pseudo-independent, the way Monte Carlo simulations involve 
pseudo-random numbers – simulated energy deposition values. This 
was the basis for statistical analysis in the assessment of uncertainties. 

  The SteppingAction class plays a number of different roles 
since the user can define actions at the smallest particle tracking unit. 
First, in the simulations of the pottery case, the location of the primary 
vertices was obtained; whenever the uniform, random position 
sampling resulted in primary beta particles emitted inside a quartz 
grain, the event was aborted. Then this is where the energy deposited 
in the volume elements of interest were obtained and recorded. For 
that purpose, a test was performed on the volume in which the step had 
occurred; different options were implemented, according to the level 
of details; each 207 µm quartz grain was considered individually for 
the single grain dose rate distributions presented in section 3.4. On the 
opposite, a test on the material name was performed for the dose rates 
simulated as a function of grain size – hence the definition of identical 
SiO2 materials, but with different names, for each grain size fraction 
(cf. supra, DetectorConstruction class). The SteppingAction class also 
allowed overcoming a technical problem caused by the limitation in 
the number of grains that can be simulated with typical computers. If 
desktop computers can typically simulate a few hundred thousands of 
grains, it corresponds to a cube, containing the grains, being a few 
millimetres wide. The aim being to simulate infinite media, it was 
necessary to avoid particles exiting the geometry. For that matter a test 
was performed on the position of the tracked particles: whenever about 
to exit the geometry, the particles were artificially reflected by 
inverting their direction. Strictly speaking, a better solution would 
consist of forcing the particle to enter the cube by the opposite edge, 
keeping its direction constant so that the simulation would correspond 
to periodic boundaries. However this implementation would require 
modifying several base classes of Geant4, whose rules would be 
violated by such a user action. 

SD 2: Validation of the simulat ion tools: the pottery case 

 To check the validity of the simulation tools, combining 
PackLSD and Geant4, a case well described by theory was simulated. 
For a compactness value equal to 0.005, the volume between grains 
was filled with a homogeneous matrix (composition: SiO2, density: 1.8 
g.cm-3). The typical distance between close neighbours was 1 mm so 
one could consider that the grains were surrounded by an infinite, 
uniform matrix. The simulated case corresponded to the geometry 
where the sand of the beach-ridge would be used as a temper in a 
ceramics, and it will therefore be referred to as the ‘pottery case’. The 
infinite matrix assumption being verified, beta particles were emitted 
isotropically outside the grains. Fig. SD1 shows the fraction of infinite 
matrix dose rate received by the quartz grains, as a function of their 
size. For comparison the attenuation values calculated with the self-
dose values (Table 4) are also shown. As can be seen, the two data sets 
were in very good agreement and this validated the simulation tool - 
the combination of Geant4 and PackLSD - in this simple case. It 
should be noted here that uncertainties were calculated as the standard 
deviation of 60 to 100 independent runs and were important since the 
mass fraction of the smallest grains represented less than 1. 10-3 % of 

the matrix mass, hence the energy deposited in these grains was very 
small. 

 Another verification case consisted of simulating the same 
pottery case, but with a homogeneous matrix between grains that was 
made of silicon dioxide and water. The WF factor (Aitken, 1985), 
corresponding to the mass of water over dry weight of matrix, was set 
to 12 %, to match the moisture content of the inter-laboratory 
comparison sample (section 3.3). The comparison between the dry and 

a) 

 
b) 

 
c) 

 
F ig. SD1: Fraction of infinite matrix beta dose rate received by quartz grains as a 
function of their size, compared to data calculated the self-dose approach and the 
superposition theorem. The grain size distribution was taken from Fig. 1 (inter-
laboratory comparison sample) using the PackLSD software and the 
compactness value was equal to 0.005. The grains were surrounded by a 
homogeneous siliceous matrix, dry, containing the radioelements.  
 

146



11 G . Guérin et al., article soumis à Radiation Measurements 

the moist cases allowed calculating the x value defined in Eq. (1): 
x=1.18 ± 0.05 for beta emissions from potassium, 1.22 ± 0.04 for 
uranium and 1.21 ± 0.05 for thorium. These values were found to be in 
very good agreement with the values proposed by Nathan and Mauz 
(2008): 1.19-1.20. 

 As a conclusion of these two series of simulations 
performed in the infinite matrix assumption, the agreement between 
simulated values for attenuation factors and moisture content x values 
was considered as a validation of the simulation tools, combining the 
Geant4 code and the random close packing software PackLSD. 
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a b s t r a c t

Roc de Marsal has yielded numerous remains of Mousterian occupations, including lithics, fauna and
combustion features. It was made famous by the discovery of the skeleton of a Neanderthal child. Given
the need to date the sequence, TL and OSL were applied on heated flints and quartz, and OSL on unheated
quartz. Chronological results combined with palaeoenvironmental data e faunal remains and micro-
morphological features in the sediments from the cave, pollen proxies and faunal remains from the
region e allowed us to place climate variations in southwest France on a numerical time scale.
Denticulate Mousterian occupations were dated to the middle of MIS 4 (65e70 ka) and Quina layers
either to the very end of MIS 4 or to MIS 3. Interestingly, a faunal pattern showing a mix of red deer, roe
deer and reindeer was found to have occurred during MIS 4, which was shown to be consistent with data
from other similar sites in southwest France.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

During the Marine Isotope Stages (MIS) 5e3, Neanderthals had
to face dramatic changes in climatic and environmental
conditions, well documented in ice-core 18O variations and
marine-core pollen data, faunal remains from archaeological sites
and geological signatures in sedimentary deposits. Lithic produc-
tion also varied during the period spanning MIS 5e3 as seen in
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variations in the technology of blank production and in changes in
the emphasis of certain retouched tool categories. These variations
have led to the creation of the Mousterian techno-complexes
including Denticulate Mousterian, Typical Mousterian, Quina
Mousterian, and Mousterian of Acheulian tradition, among others.
Interplay between cultural and environmental changes has been at
the centre of many debates in archaeology, including how envi-
ronmental changes might have triggered innovations in cultural
productions through demographic changes (e.g. Chase, 1986;
Henrich, 2004; Stiner et Kuhn, 2006; Richerson et al., 2009) and
how they impacted the selection of hunted prey by past hominins
(e.g. Grayson et al., 2001; Grayson and Delpech, 2002; Discamps
et al., 2011; Delagnes and Rendu, 2011). However, the scarcity of
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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chronological data related to human occupations, essential for
robust correlations between independent environmental and
archaeological records, renders the interpretation of these varia-
tions difficult, if not mainly limited to hypotheses.

The Roc de Marsal sequence is one of the richest Mousterian
sequences in southwest France and was made famous by the
discovery of the skeleton of a Neanderthal child (Bordes and Lafille,
1962). This site documents changes in lithic production (Denticu-
late, Typical with a high Levallois index, and Quina Mousterian
techno-complexes) associated with important climatic changes, as
attested to by analyses of faunal remains and sedimentary deposits.
Thus far, in terms of chronology, only qualitative interpretations
relating fauna to MIS have been proposed e hence the need for
numerical chronological data. The aim of this paper is to a) combine
TL and OSL dating methods to determine a chronological scenario
for the successive occupations of the cave; and b) discuss this
scenario in the context of two different environmental proxies as
provided by faunal remains from the cave and independent
regional reconstructions based on palynological studies of marine
sediment cores. A comparisonwith other Mousterian sites showing
similarities in the region is also presented.

2. Presentation of the site

Roc de Marsal is a small cave located in southwest France
(Campagne, Dordogne). It is situated in a south-facing karstic cliff
approximately 80 m above a tributary valley of the Vézère River
(Fig. 1). Infilling sediments, lying on top of karstic bedrock, have
yielded remains of human activity corresponding to Middle
Palaeolithic, Upper Palaeolithic and finally medieval periods. A roof
fall involving a number of massive calcareous blocks occurred at
some point, presumably during an intense cold period, separating
recent from Palaeolithic artefacts (Couchoud, 2003). This collapse
of the roof seems to have occurred during the Middle Palaeolithic,
Fig. 1. Regional map showing the location of the Roc de Ma

Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
Roc de Marsal (Dordogne, France): correlating Neanderthal occupations
Science (2012), doi:10.1016/j.jas.2012.04.047
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since Mousterian artefacts have been found above the blocks. A
plan view of the site is shown in Fig. 2.

Excavations were carried out by an amateur, J. Lafille, from 1953
until 1971 (Bordes and Lafille, 1962). Later a new series of
campaigns were undertaken by some of the present authors,
between 2004 and 2009, to re-explore the stratigraphy of the site
and to re-assess the archaeological features of the Middle Palae-
olithic occupations (Turq et al., 2008). A reappraisal of the stratig-
raphy led to the distinction of seven major lithostratigraphic units
and 13 archaeological layers, over a total thickness of between 1
and 2 m (Fig. 3). Excavations revealed a great number of flint tools,
cores and flakes, as well as bones from a number of species
including micro-fauna and large mammals. The site is particularly
rich in combustion features (Goldberg et al., 2012; Aldeias et al.,
2012), often found in a very good state of preservation. What has
made the Roc de Marsal cavemost famous is the discovery of a sub-
complete skeleton of Neanderthal child (Bordes and Lafille, 1962;
Turq, 1989). The interpretation as a burial reflecting symbolism
among Neanderthals, is, however, still discussed (Sandgathe et al.,
2011a).

The nature of the sediments and micromorphological features
were studied by Couchoud (2003) and more recently by Golberg
(2007). Layers 13e10, which yielded almost no anthropic remains
e except for rubefied lenses attesting to temporary human occu-
pations (Couchoud, 2003) e are mainly composed of clayey silts
and altered bedrock. Layers 9e5 constitute one lithostratigraphic
unit made of interbedded ashy deposits and clayey silts and are
very rich in anthropic remains. The anthropic deposits contain
a number of combustion features, flints and bones attesting to an
important contribution to the deposits. Layers 4 and 3 also show
a strong anthropic influence, but without combustion features;
they exhibit clayey silts, aeolian deposition and limestone blocks
from the cave walls and roof. Layer 2 is made of metric to pluri-
metric calcareous blocks corresponding to a massive collapse of
rsal and other important Mousterian sites in Dordogne.

SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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Fig. 2. Map of the Roc de Marsal cave showing excavation grid, Lafille’s excavated squares and the squares excavated during the current project.
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the roof. Ice segregation is particularly important in Layers 4e2,
attesting to particularly cold climate conditions during or after
deposition of these sediments (Couchoud, 2003; Golberg, 2007).

Lithic production has been attributed to: Denticulate Mouste-
rian (Layers 9, 8 and 7) with a high Levallois index and an emphasis
on small flake production similar to the so-called Asinipodian
(Bordes, 1975; Dibble and McPherron, 2006) at Pech de l’Azé IV;
Fig. 3. Stratigraphic view of th
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Typical Mousterian (Layers 6 and 5) with a high percentage of
scrapers and Levallois blank production; Quina Mousterian (Layers
4, 3 and 2), based on the high percentage of scrapers, many of
which are transverse scrapers with a heavy, Quina-type, invasive
retouch. Layers 7 and 9 yielded numerous combustion features and
a high percentage of burnt lithics (Sandgathe et al., 2011b). Finally,
Layer 10 revealed very few lithics and faunal remains, whereas
e Roc de Marsal sequence.

SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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Layers 11e13 contained no trace of human occupationse except for
a few small lenses of rubefied sediments.

Zooarchaeological analyses point to a nearly exclusive human
accumulation of themacrofaunal remains, with an abundance of cut
marks and burnt bones coupledwith a scarcity of traces of carnivore
activity (Castel et al., 2007, in Sandgathe et al., 2007). For Layers 9e5
the ungulate remains pattern is complex, since Rangifer tarandus
remains are found in association with abundant Cervus elaphus
(red deer) and Capreolus capreolus (roe deer) remains e taxa that
are generally indicative of more temperate conditions. In Layers 4,
3 and 2, ungulate remains potentially indicate a cold climate with
the predominance of R. tarandus (reindeer), as is often the case in
faunal assemblages associated with Quina industries (see
Discamps et al., 2011, for a regional study). This climatic change is
also perceptible in microfaunal analyses:Microtus arvalis (common
vole), Arvicola terrestris (water vole), Microtus gregalis (narrow-
headed vole), Chionomys nivalis (snow vole),Microtus malei (similar
tundravole) dominate Layers 4e2,whereas in the lower layers these
species are associated with Microtus agrestis (field vole), Eliomys
quercinus (garden dormouse) and Microtus subterraneus (European
pine vole). The fact that both macrofaunal and microfaunal
analyses identify the same patterns strengthens the view that the
changes in the hunted prey can indeed be correlated with climate
changes and is not only due to deliberate changes in prey selection.

The combination of faunal analysis and micromorphological
studies at Roc de Marsal clearly indicate that the climate changed
during the deposition of sediments with a change from more
temperate climates at the base to colder conditions at the top of the
sequence. As a consequence, thus far it has been hypothesised that
the base of the sequence (Layers 9e5) corresponds toMIS 5, and the
top of the sequence (Layers 4e2) to MIS 4. Whereas ESR dating of
teeth is in progress (see Blackwell et al., 2007, in Sandgathe et al.,
2007, for preliminary results), this paper is meant to test this
hypothesis in the light of numerical chronology results, using TL
and OSL dating methods.

3. Luminescence dating: samples and methods

3.1. Sampling strategy and sample treatment

Given the importance of the archaeological record, it was
decided to carry out TL and OSL dating studies on different mate-
rials. TL has been extensively used for the dating of burnt stones
found in archaeological sites (e.g. Mercier et al., 1991, 1995a, 1995b,
2007a; Mercier and Valladas, 2003; Tribolo et al., 2009). OSL has
allowed indirect dating of human occupations by the dating of
sediment deposition (e.g. Jacobs et al., 2008; Jacobs, 2010). In some
sites the combination of both methods led to a detailed under-
standing of chronology (e.g. Mercier et al., 2003, 2007b). At Roc de
Marsal the use of fire in the cave resulted in well-preserved
combustion features: for dating purposes heated sediments and
heated flints are directly related to human activities; indirect dating
was undertaken by dating sediment deposition in the cave.

The first sampling took place in 2003, prior to the new exca-
vations. A portion of the site was specifically excavated for lumi-
nescence dating purposes: two heated flints (samples Bdx 9072 and
9102) and three samples of heated sediments (Bdx 9054, 9090,
9092) were found and a detailed gamma radioactivity reconstruc-
tion of their environment was performed (for details, see Section
3.3.2). TL dating was performed on these samples. Later, 34 flints
showing signs of heating were collected during the new excava-
tions for TL dating. Combustion features (n� 5, 23, 24) from Layer 9
were sampled and heated sediments (respectively Bdx 13397,
13394, 13396) were studied by OSL to determine the age of
combustion. Finally two stratigraphic sections, left intact at the end
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
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of the campaign in squares J16eJ17 (Bdx 13401e13407) and H17
(Bdx 13408e13413, cf. Fig. 2), were sampled and sediments were
studied by OSL to determine their age of deposition.

The external part of the flints was removed using a low speed
water-cooled diamond saw in order to eliminate the part that was
irradiated by alpha and beta particles from their environment. The
inner part was then gently crushed to a grain size less than 160 mm.
Sieving allowed isolating the 100e160 mm fraction that was treated
with hydrochloric acid and rinsed with water, ethanol and acetone.

Laser grain size analysis was performed on the sediment samples,
and after sieving the dominant fraction (20e40 mm) was selected.
Chemical treatments consisted of cleaning with HCl to remove
carbonates, with H2O2 to eliminate organic materials and finally
H2SiF6 for 3days to remove feldspars.After rinsingwithHCl to remove
any precipitated fluorides and sieving to eliminate the remaining
feldspars partially etched by H2SiF6, the remaining quartz was
mounted on stainless steel discs using silicone oil. Each quartz sample
was checked for purity by an IRSL-test on three discs, and the samples
exhibiting IRSL signals were treated again with H2SiF6 for 3 days.

3.2. Equivalent dose determination

3.2.1. TL
The TL glow curves were obtained using a specially constructed

TL apparatus and heating in N2 at a rate of 4 �C s�1. The photo-
multiplier tube (EMI 9213 QKA) used for photon counting and a set
composed of two Schott BG12 and one MTO Ta3 optical filters lead
to a spectral window in the blue and UV region of TL. Beta irradi-
ations were performed with a 90Sr/90Y beta source. Preliminary
tests were performed to evaluate the past heating state of the flints
by checking whether the TL signal was saturated (Valladas, 1985):
a comparison between natural and additive TL glow curves lead to
20 flints being rejected, leaving 16 flints for the dating study.

Fig. 4 shows TL glow curves of sample Bdx 13281, as well as
natural and regenerated (after resetting at 350 �C for 90 min)
growth curves of TL signal as a function of dose. A multiple aliquot
additive/regenerative dose protocol was applied, 4 aliquots being
measured for each additive/regenerative point (e.g. Mercier et al.,
2007a); the regenerated curves were used to evaluate the supra-
linearity of growth curves at low doses.

3.2.2. OSL, single aliquots
OSL measurements were performed with a Risø TL-Da 20

automated reader (Bøtter-Jensen et al., 2000) equipped with blue
LEDs and 7.5 mm of Hoya U-340 filter for the detection window, as
well as a 90Sr/90Y beta source. A multi-grain single-aliquot and
regenerative dose (SAR) protocol (Murray and Wintle, 2000, 2003;
Wintle and Murray, 2006) was used. In addition to internal tests
(recycling ratio and thermal transfer), dose recovery tests were
performed for each sample. The ratios of obtained to expected dose
were consistent with unity, at 2s. Linearly-Modulated OSL signals
showed that for all the samples, the signal was dominated by the
fast component (Bailey et al., 1997; Jain et al., 2003).

For each sample, 30 aliquots (diameter: 1 mm) containing
several thousand grains were measured. Fig. 5 shows the growth
curve for sample Bdx 13396 and the radial plots of Equivalent Doses
(ED). Recuperation ratios were all less than 5%, and aliquots that did
not recycle within unity at 2s were rejected. Considering the
number of grains on each disc, the expected distribution of EDs was
Gaussian. Therefore, the weighted mean of all measured EDs was
used to obtain an ED value for each sample.

3.2.3. OSL, single grains
One sediment sample (Bdx 13402) was studied using a Risø

automated reader (Duller et al., 1999; Bøtter-Jensen et al., 2003)
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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Fig. 5. Sediment sample 13396, 20e40 mm quartz grains: (a) dose response curve of
one aliquot; the empty symbol corresponds to the natural signal and is interpolated on
the regenerated growth curve (full symbols); (b) radial plot of the single aliquot
equivalent doses. Overdispersion is equal to 3%.

Fig. 6. Radial plot of 113 single grain equivalent doses for sample Bdx 13402, after
rejection of poorly suited grains (see criteria in the text). Overdispersion is equal
to 44%.

Fig. 4. Heated flint sample Bdx 13281: (a) TL natural, additive (full symbols) and
regenerated (empty symbols) glow curves; (b) growth curve of TL signal intensity as
a function of dose (first curve: black symbols; second curve: grey symbols). A preheat
temperature of 320 �C was maintained for 10 s, and the signal was not recorded during
this time interval.
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equipped with a 10 mW Nd:YVO4 solid-state diode-pumped
laser emitting at 532 nm, with 7.5 mm of Hoya U-340 filter for
the detection window, and a 90Sr/90Y beta source. Fig. 6 shows
the radial plot of the ED distribution, determined on 113 grains
(size: 180e220 mm) out of 2400, after application of the afore-
mentioned rejection criteria. A supplementary criterion was
applied: all grains showing a statistical uncertainty on their test
dose signal lower than 20% were rejected. For this sample the
Central Age Model (Galbraith et al., 1999) was used to determine
the ED.

3.3. Dose rate determination

3.3.1. Alpha and beta dose rates
High resolution gamma spectrometry measurements were

performed on the sediment samples, using HP-Ge spectrometers
(Guibert and Schvoerer, 1991). Potassium, uranium and thorium
contents were determined, and a detailed study of disequilibria
in the 238U series e involving alpha spectrometry e has already
been published by some of the present authors (Guibert et al.,
2009). The single-event enrichment model described in this
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
Roc de Marsal (Dordogne, France): correlating Neanderthal occupations
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study was used to derive effective uranium contents for all
samples.

The radioisotopic contents being significantly lower in flints,
a fraction of each samplewas sent to the Centre d’Analyse des Roches
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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et Minéraux (Nancy, France). Potassium content was determined
by Inductively Coupled Plasma Optical Emission Spectrometry,
and uranium and thorium contents by Inductively Coupled
Plasma Mass Spectrometry.

These radioisotopic contents were then converted in dose
rates using the conversion factors from Guérin et al. (2011). Alpha
sensitivity of burnt flints was measured for each sample, using
a 241Am source. For quartz, an alpha sensitivity of 5 mGy/
103 alpha/cm2 was assumed (Tribolo et al., 2001). Attenuation
factors of Mejdahl (1979) and Brennan et al. (1991) were used for
the calculation of the beta and alpha dose rates, respectively. The
water content was measured at the time of sampling, and it was
assumed that this value (�12.5%) prevailed during the burial
time.

3.3.2. Gamma and cosmic dose rates
Radioisotopic contents for the sediments samples exhibited

a high variability (cf. Table 1): relative standard deviations are
respectively 36%, 25% and 30% for potassium, uranium and
thorium. Sediment samples situated 20 cm from each other
sometimes show variations in radioisotopic contents by a factor
between 2 and 3. The range of gamma rays being of several tens of
centimetres, conversion of K, U and Th in gamma dose rates
seemed fraught with hazard.

As a consequence, direct measurements of gamma dose rates
were performed by inserting 25 dosimeters in the sediments. Ten
were placed in the sediments in 2003, before the start of the
excavation process. Then in 2009, 15 additional dosimeters were
placed at the location of the sediment samples taken from squares
H17 and J16eJ17. Fig. 7 shows the corresponding gamma dose rate
values. Variations can be explained by the profile of the sections in
which the dosimeters were inserted: sediments are sandwiched
between the bedrock and a layer of blocks that fell from the roof.
Gamma dose rates are, therefore, particularly variable close to the
interfaces between sediments and calcareous rocks.

These variations were anticipated at the time of the sampling
campaign in 2003. To overcome this source of potentially impor-
tant uncertainties, an excavation was undertaken to record,
localize and weigh every piece of rock of dimensions greater than
5 cm, whose radioisotopic contents were determined by high
resolution gamma spectrometry. Sediment samples were also
regularly collected around the dated objects (flints Bdx 9072 and
9102, sediments samples Bdx 9054, 9090 and 9092) for a recon-
struction of their gamma dose rate environment, according to the
methodology published by Guibert et al. (1998). Details regarding
this specific reconstruction process have been described by
Guibert et al., 2007, in Sandgathe et al. (2007).

Finally cosmic dose rates were measured by in-situ gamma
spectrometry, by recording the total dose rate deposited in the
3e11 MeV energy range of a NaI (2 inches by 2 inches) portable
gamma spectrometer, with a similar approach as what was
described by Løvborg et al. (1979) and Prescott and Hutton (1988).

4. Discussion of the ages

For each sample, K, effective U (i.e. taking the disequilibrium
state into account) and Th contents, as well as the different
contributions to dose rates, equivalent doses and corresponding
ages, are given in Table 1 (OSL ages) and Table 2 (TL ages). Fig. 8
shows these ages as a function of archaeological layers. The first
observation is that the interpretation of the results is not
straightforward: TL and OSL chronological sequences do not seem
compatible. A critical discussion of the ages is, therefore, neces-
sary to evaluate the relevance of these ages to the chronology of
Neanderthal occupations at Roc de Marsal.
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and OSL), multi-material (quartz and flint) dating of the Mousterian site of
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Fig. 7. Gamma dose rates measured in-situ, using aluminium oxide dosimeters
inserted in the sections of the site: a) square H17 and b) square J16eJ17.
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4.1. Resetting of luminescence signals

Depending on the nature of the dating objects, two mecha-
nisms are to be considered: for heated sediments and flints,
luminescence signals (TL and OSL) are reset by the heating itself,
whereas in the case of unheated sediments exposure to sunlight is
responsible for zeroing the OSL signal. In the first case, TL plateau
tests were performed to check whether the heating was sufficient
for a total resetting of the signal; only the samples passing this test
were dated. In the second case, no such test exists and one cannot
rule out the possibility of partial bleaching of the OSL signal for
unheated sediments. At Roc de Marsal sediments are in general
poorly sorted, and the majority are not of aeolian origin. A
hypothesis for the infilling mechanisms is that sediments would
have been deposited through mudflows, in which case exposure
to sunlight may have been insufficient to fully reset the OSL signal
at deposition time. Evenmore problematic is the in-situ alteration
of the bedrock, which contains quartz meaning that quartz grains
in the sediments might never have been exposed to sunlight.

4.2. Heterogeneities in dosimetry

Two scales of heterogeneities are to be considered in this
study: the range of gamma rays is of several tens of cm, whereas
the range of beta particles is of a few mm.
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and OSL), multi-material (quartz and flint) dating of the Mousterian site of
Roc de Marsal (Dordogne, France): correlating Neanderthal occupations with the climatic variability of MIS 5e3, Journal of Archaeological
Science (2012), doi:10.1016/j.jas.2012.04.047
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Fig. 8. Summary of luminescence ages from the Roc de Marsal. Full black symbols:
heated materials; full squares: TL on heated flints for which gamma reconstruction was
performed; full circles: TL on other heated flints; full downwards-pointing triangles: TL
on heated quartz for which gamma environments were reconstructed; full upwards-
pointing triangles: OSL on heated sediments. Empty symbols: OSL on sediments
taken from stratigraphic sections, more precisely circles: section from square H17;
squares: section from square J16eJ17; stars correspond to ages determined for sample
Bdx 13402, section J16eJ17 (empty: single aliquots; full grey: single grain).
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4.2.1. Gamma dose rates to heated samples
According to the nature of the dated samples, two different

situations occurred regarding gamma dose rate determination. The
location of objects related to human activity, such as heated flints or
combustion features, is unknown before excavations. Hence for
these samples gamma dose rate measurements could not be per-
formed at their burial location. Given the high variability of gamma
dose rates at Roc de Marsal, especially for top and bottom Layers e
which are close to uneven surfaces such as calcareous bedrock or
blocks from the roof fall e one can expect relatively high uncer-
tainties on gamma dose rates received by dated samples. Indeed for
burnt flints and sediments from combustion features, gamma dose
rates were estimated using distant measurements. Notable excep-
tions are the flints Bdx 9072 and 9102, as well as heated sediments
Bdx 9054, 9090 and 9092 for which the environment radioactivity
was reconstructed (Section 3.3.2). Alternatively, for the sediment
samples from the sections in squares H17 and J16eJ17, dosimeters
were inserted at the location of sampling.

4.2.2. Beta dose rates to sedimentary quartz grains
In the case of sediment samples, beta dose rates have been

deduced from the radioisotopic contents of the samples them-
selves. Sediment composition is locally variable and consists of
calcium carbonate (both limestone, ashes and some secondary
carbonates), phosphates, quartz silt, clay, sand, bones, and lithics in
variable quantities; radioisotopic contents are highly variable in
such different materials. As a consequence beta dose rate to quartz
is difficult to measure. During sample preparation for gamma
spectrometry, large elements (>1 cm) were removed before the
fine fractions were crushed to homogenize the samples, since the
20e40 mm quartz grains are part of the fine sediments. However,
this precautionmay not be sufficient, since even removing the large
elements does not solve the mm scale heterogeneity problem.

To tackle such heterogeneities at the mm scale, three slices of
impregnated sediment samples were analysed with imaging plates
showing the distribution of radioelements (Fig. 9) e following the
approach of Rufer and Preusser (2009). These imaging plates
mostly characterize beta radiations, which account for between 45
and 65% of the total dose rate received by sedimentary quartz
grains. At this stage, only qualitative statements can be made:
Monte Carlo simulations of particleematter interactions might
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
Roc de Marsal (Dordogne, France): correlating Neanderthal occupations
Science (2012), doi:10.1016/j.jas.2012.04.047
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allow quantifying microdosimetry effects, but this goes beyond the
scope of this study. Sample PG-401 (Fig. 9a) encompasses Layers 7
and 8 in square H 18. On the top part of this sample one can see
a dark layer, very rich in charcoal, which is associated with
combustion feature 16. The autoradiograph of this sample shows
several features: low radioactivity layers are noted for a calcareous
block (on the right) and a bean shaped brown loose patch in the
centre of the sample. Moreover the part rich in charcoal (top of the
photos) appears in lighter grey than the rest of the autoradiograph
e which reveals lower radioisotopic contents. More generally, one
can identify a great number of radioactive hotspots e possibly
potassium feldspars or heavy minerals such as zircons, monazites,
etc. The effect of these hotspots is that dose rate distributions for
single quartz grains are very complex, and that determination of
beta dose rates to quartz grains by conversion of radioisotopic
contents may induce errors. Indeed whether the quartz grains are
close or distant to hotspots e the range of beta particles being
1e2 mm, i.e. lower than typical distances between hotspots e will
greatly affect the dose rate they received during burial. Sample PG-
413 (Fig. 9b) comes from Layer 9 (and 10 at the bottom) and shows
an ash layer from combustion feature 18. It exhibits even more
complex patterns: sub-horizontal layers of different radioactivity
layers are visible; moreover hotspots also appear clearly, and the
distance between them is greater than for sample PG-401. This
means that quartz grains have a lower probability of having been
buried close to one of them e beta dose rate seems, therefore, even
more hazardous. Finally, sample PG-414 (Fig. 9c) comes from
square N16 (Layers F-3 and F-4) and shows a distribution of hot-
spots: most grains on the exposed surface are at least 2 mm away
from closest hotspots e therefore, the radioisotopic contents,
measured in the samples using gamma spectrometry, might not be
the relevant physical quantities to derive beta dose rates to quartz
grains.

Unfortunately, these samples for beta dose rate mapping were
not the same as dated sediments e hence the conclusions of this
study only have a qualitative, general significance. Nonetheless, all
samples exhibit hotspots, and onemay assume that the combustion
features, since they all present the same kind of features
throughout the site, have similar characteristics as sample PG-413,
taken from combustion feature 18. Further studies should associate
OSL studies and microdosimetry characterization to exploit the full
advantages of such analysis combinations.

4.3. Hypothesis for the chronology

4.3.1. Different materials, different stories
If one tries to summarize the potential problems affecting the

different ages shown in Fig. 8, three situations occur, based on
different parameters/effects that could affect the dating study,
namely microdosimetry heterogeneities, luminescence signal
resetting and gamma dose rate determination.

First, OSL ages determined on unheated sediment samples
(empty symbols in Fig. 8) may be affected by:

� Possible partial luminescence signal resetting e or even inex-
istent resetting if quartz grains are the result of in-situ bedrock
decomposition.

� Microdosimetry effects, which are a consequence of the
complex, heterogeneous radioelement distributions as shown
in Fig. 9. Important over-dispersion in equivalent dose distri-
butions are, therefore, expected because of both signal reset-
ting problems and microdosimetry effects.

� However, for these samples, gamma dose rates were measured
at sampling location, and it was assumed that these dose rates
were representative of those during burial.
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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Fig. 9. Scan of beta emissions (on the right) of corresponding impregnated sediments samples (a: sample PG-401; b: PG-413; c: PG-414) from the Roc de Marsal (photographs in
natural light on the right). A great number of hotspots can be identified, as well as distinct layers in the case of the sample PG-413 (b).
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It should be noted that single grain analysis provides a way of
looking into the two first problems. For this reason the sample Bdx
13402 (quartz grains in the 180e250 mm fraction) was studied with
a single grain reader (grey star symbol, Fig. 8). Two different
components, such as those observed by Tribolo et al. (2010) and
that were interpreted as the sign of post-depositional mixing of
grains, could not be isolated. Application of the Central Age Model
on single grain data for sample Bdx 13402 gave an age of
75.8 � 5.8 ka, whereas for the same sample the age determined on
single aliquots was 87.6 � 4.5 ka. This important difference and the
over-dispersion of single grain EDs (44%) confirm that this sample
has a complex dosimetry history; however, at this stage one cannot
determine if this over-dispersion is due to partial bleaching at the
time of deposition, to microdosimetry heterogeneities, to different
sedimentary histories of the fine and coarse grains fractions, or to
a combination of these effectse and in the latter case, what fraction
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
Roc de Marsal (Dordogne, France): correlating Neanderthal occupations
Science (2012), doi:10.1016/j.jas.2012.04.047
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of the over-dispersion is due to which cause. Since the effects of
these potential effects could not be quantified at this stage, no
further modelling was performed, all the more since Thomsen et al.
(in press) recently reported a dose dependency of the over-
dispersion of quartz OSL equivalent doses in gamma dosed
samples.

For OSL and TL ages on heated sediments (respectively upwards-
pointing full triangles, Layer 9, and downwards-pointing full
triangles, Layer 11, in Figs. 8 and 10):

� Luminescence signal resetting is assumed, since careful exca-
vation of the combustion features was performed under
subdued light laboratory conditions.

� Microdosimetry effects seem even worse in this case, as
attested by the autoradiographs obtained in such cases (Fig. 9a
and b). Despite the precautions taken for small scale sampling
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological



Fig. 10. Interpretative summary of luminescence ages determined on heated samples.
12 of the 15 ages for the part of the sequence composed of Layers 7, 8 and 9 fall within
MIS 4. Previous occupations, not related to lithics but attested by heated sediments, are
attributed to MIS 5. The chronological position of the Quina layers is less documented
and could be attributed to the end of MIS 4 (Heinrich event 6?) or to MIS 3. For the
symbols significance, see Fig. 7.
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of the combustion features, one cannot rule out the possibility
that layers of different radioisotopic contents were sampled for
gamma spectrometry e which requires approx. 10 g of
sediments.

� For these samples, whose location was unknown before exca-
vation, there is potential inadequacy between measured
gamma dose rates and gamma dose rates actually received by
the samples.

Finally for the burnt flints dated by TL (other full symbols in
Figs. 8 and 9):

� Luminescence signal resetting was tested using the plateau test
e samples failing this test were rejected.

� Flints are homogeneous in terms of radioelement distribution
on a mm scale (e.g. Selo et al., 2009).

� There is potential inadequacy between measured gamma dose
rates and gamma dose rates actually received by the samples,
as for heated sediments.

This latter point probably explains the important dispersion on
ages measured for artefacts from Layer 9. Even though these 11
samples (heated sediments and flints) are far from being statisti-
cally sufficient for a satisfactory detailed analysis, one can assume
that average gamma dose rates are well estimated, and that the
spread of ages is due to statistical errors. Going further, given the
limited thickness of this layer (approx. 10 cm) and its homogeneity
in terms of materials, one can formulate the hypothesis that the
material deposition corresponding to these occupations occurred
during a time period that is small compared to the uncertainties of
individual ages (6 ka in average for individual s). If this hypothesis
was verified e which unfortunately cannot be proven or disproven
e then the average of ages would allow the statistical errors on
gamma dose rates to be accounted for. In such a case, 67 � 2 ka
(uncertainty is given as the standard error onmean) corresponds to
the age of Layer 9, at the base of the sequence, when considering
ages for heated flints and quartz from combustion features. This
average would become 64 � 2 ka when considering only burnt
flints, which are not affected by microdosimetry effects.

Despite a potential inadequate gamma dose rate for these
samples, the25dosimetersewhichwere inserted in the sedimentse
provide a range for possible gamma dose rates. One can, therefore,
Please cite this article in press as: Guérin, G., et al., Multi-method (TL and O
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16
calculate ameanmaximumage for theheated samples fromLayer9. If
one assumes a gamma dose rate of 0.25 Gy ka�1 for all these samples
(which is the lowest possible value for gamma dose rates in the
sediments directly atop the bedrock), the average of age for Layer 9 is
74 ka, which means that this layer cannot be attributed to MIS 5.

4.3.2. Interpretative summary of the ages
Now that three subsets of ages can be distinguished based on

their physical properties (heated quartz, heated flints, and
unheated quartz), one can try and look at these three subsets on
a wider scale. Ages on unheated material exhibit stratigraphic
inversions: the determined ages for Layers 8 and 9 (Bdx 13407:
89.8 � 5.9 ka, 13412: 91.4 � 5.7 ka, 13413: 89.9 � 4.9) are younger
than for Layers 6 and 7 (Bdx 13405: 102.8 � 7.7 ka and 13406:
105.2 � 6.8 ka). The age determined for the sediment sample Bdx
13411 (Layer 7, age: 61.5 � 3.4 ka) is clearly incompatible with all
these ages. Therefore, it seems that unheated material does not
provide a set of coherent ages at Roc de Marsal. Even single grain
analysis does not provide a means of overcoming these strati-
graphic inversions: the age of Bdx 13402 (Layer 4, age:
75.8� 5.8 ka), determined on single grains, is still inconsistent at 1s
(and barely consistent at 2s) with the single aliquots age of sample
Bdx 13411 (Layer 7, age: 61.5 � 3.4 ka).

When considering the heated samples e dated either by TL or
OSL e the sequence, despite the blurring effect owing to gamma
dose rate inaccurate measurements, is coherent. Layers 7, 8 and 9
correspond to the same period, i.e. 65e69 ka (one sigma interval).
12 of the 15 ages determined on heated samples from these layers
are in MIS 4. Upper layers yielded much less heated material, only
Layer 4 provided two ages: 45.4 � 3.5 for Bdx 13269 and 61.0 � 6.8
for Bdx 13272.

Finally, five samples are particular in this study: the heated flints
from Layer 9 (full squares in Figs. 8 and 10) Bdx 9072 (66.1�5.9 ka)
and 9102 (68 � 3.8 ka) do not suffer from a potentially problematic
gamma dose rate determination, since their radiation field envi-
ronment was reconstructed. These samples, therefore, constitute
the only examples for which there is no question regarding either
signal resetting, microdosimetry effects or potentially problematic
gamma dose rate determination. It is striking to see that these ages
lie at the centre of the distribution of ages for Layer 9, which
supports the interpretation of the spread in ages, for heated
materials from Layer 9, as the result of statistical errors on gamma
dose rates. We, therefore, consider these ages as the marker for this
chronological study, all the more since the ages for the rest of
heatedmaterials are intrinsically coherent. The other three samples
for which gamma reconstruction was performed are the heated
sediments (full downwards-pointing triangles in Figs. 8 and 10)
from Lafille’s Layer B e the samples were taken before the recent
excavations, so no clear correlation could be made but it most
probably corresponds to the new Layer 11 (it could also be Layer
12). Even though this layer did not yield any lithics, firewasmade at
Roc deMarsal and is dated back to 77e87 ka, i.e. at the end of MIS 5.

5. Roc de Marsal chronology in a regional perspective

The determined ages can now be viewed in relation to the
environmental data, both on a site and regional scales. For clarity, in
Fig.10 only the ages determined on heated samplesewhich are the
most reliable chronological data according to the preceding section
e are plotted as a function of stratigraphic layers.

Luminescence dating results indicate that Layers 7, 8 and 9
correspond to occupations during the MIS 4. Fig. 11 shows macro-
faunal remains for the different layers of Roc de Marsal. The
abundance of red deer and roe deer in the layers at the base of the
sequence tend to indicate a wooded environment, even when the
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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Fig. 11. NISP percentages of macrofaunal remains of the different ungulate taxa found at the Roc de Marsal site by archaeological Layer. Data was compiled from previous analyses of
the Lafille collection by M. Patou-Mathis (in Sandgathe et al., 2007) and of the recent excavations by J.-C. Castel (in Sandgathe et al., 2007; Castel and Dibble, in prep.) for Layers 4, 5,
7 and M.C. Soulier (2007) for Layer 2. Only Layers with a total NISP exceeding 100 are included.
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ecological plasticity of ungulates is considered (Discamps et al.,
2011). This had led, up to now, to the suggestion that the corre-
sponding layers correspond to MIS 5 (Sandgathe et al., 2011a;
Goldberg et al., 2012), because this period is generally believed to
be more temperate than the MIS 4.

However, palaeoclimatic and palynologic analyses carried out on
adeep-sea coredrilled in theBayofBiscay (SanchezGoñi et al., 2008),
a few hundred kmwest of Roc deMarsal, have shown that the MIS 4
palaeoenvironmentsweremore variable than onemight expect. The
sediments analysed in this core represent threemain fluvial sources:
theAdourRiver, theGaronneRiver and the Loire River and, therefore,
palaeoenvironmental reconstructions based on this core correspond
to a broad southwest France. This wide regional scale limits the
information that can be drawn for the Roc de Marsal environments,
but it is worth noting that between 65 and 70 ka, the vegetation in
southwestern France consisted of approximately 50e60% of steppe
species and 40e50% of forest e mainly boreal (Fletcher et al., 2010)
species. Interestingly, the fauna at Roc de Marsal exhibit a singular
pattern: for Layers 7, 8 and, to a lesser degree, 9, forest-adapted taxa
(red deer, roe deer) dominate the spectrum but reindeer, which is
often associated with dry, cold open-air environments, also
contributes to a significant fraction of the remains (respectively 22,
33 and 11% of NISP for Layers 7, 8 and 9).

This rather strange association could correspond to: 1) a mosaic
landscape with, for example, simultaneous development of forests
in valleys, and grasslands on plateaus or 2) a palimpsest of multiple
occupations that occurred in different environments changing on
a short time scale, following DansgaardeOeschger events, for
example. However, if these three ungulates are preferentially
adapted to different environments, they are also known for their
ecological plasticity: red deer ranges from mixed forests to open
forests with grassland and can even tolerate steppe environments;
roe deer, if they preferentially inhabit wooded environments, may
live in open country (field roe deer ecotype); reindeer, if they are
well adapted to open treeless spaces, can also live in taiga and
forested mountainous regions (detailed discussion and references
in Discamps et al., 2011). In fact, red deer, roe deer, and reindeer can
live in boreal forests.

In southwest France, Roc de Marsal Layers 7e9 are not an
exception, as similar faunal patterns have been observed in other
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archaeological sites. It is striking to see that for sequences that
span both Quina and Typical Mousterian, a number of similar
features have been observed: first, Quina Mousterian layers are
always on top of Typical Mousterian layers (Jaubert, 2010);
second, Quina Mousterian is, in Dordogne, always associated with
faunal remains dominated by reindeer; third, in the layers under-
lying Quina industries, fauna exhibits singular patterns combining
“forest-adapted” (red deer and/or roe deer) and “cold open-air”
species (reindeer). Fig. 12 shows the evolution in the patterns of
faunal remains in the following sites of the Dordogne region of
France: Pech de l’Azé II, Pech De l’Azé IV, Combe-Grenal (Laquay,
1981), Regourdou, Vaufrey (Delpech, 1996) and Roc de Marsal.
Faunal data from Pech de l’Azé IV do not come from the recent
excavations of this site but from the analysis of the Bordes exca-
vation’s faunal collection (Laquay, 1981); for correspondence
between Bordes layers and the new excavation layers, please refer
to Turq et al., 2008. At the top of Fig. 12 dominant species are given
as a function of the layers of these different sites, and at the bottom
one can see that the percentage of reindeer progressively increases
from “AnteQuina” (various Mousterian techno-complexes under-
lying Quina Mousterian) to Quina Mousterian layers. In terms of
chronology, Layer 2E from Pech de l’Azé II was dated by ESR on
teeth to approx. 57e60 � 6 ka (Grün et al., 1991) and these ages
were part of a coherent, comprehensive study of 29 samples from
this site; Combe-Grenal layers were bracketed between 44 � 4 and
68 � 7 ka by TL on heated flints (Bowman and Sieveking, 1983) but
the studied grain size fraction (1e8 mm in diameter) is prone to
triboluminescence, which makes these ages rather uncertain; layer
II from Vaufrey gave a U/Th age of 74 � 18 ka (Blackwell and
Schwarcz, in Rigaud (dir.), 1988) but the important uncertainty
and the nature of the sample (calcite fragments) render the inter-
pretation of this age difficult. One can, nonetheless, formulate the
hypothesis that this faunal pattern corresponds to particular
climatic conditions in this region of France, at a particular time. At
Roc de Marsal this period of transition from temperate to cold
conditions seems to have occurred in the middle of MIS 4, which is
consistent with chronological information from the above-
mentioned sites. Analysis of the faunal assemblages at a regional
scale suggests that the most probable time interval corresponding
to the change from composite reindeer/red deer/roe deer faunas at
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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the end of the “AnteQuina” to reindeer dominated faunas in the
Quina might be the middle of MIS 4 (Fig. 12; Discamps et al., 2011),
when southwest France was for a great part covered with boreal
forest (Sanchez-Goñi et al., 2008; Fletcher et al., 2010).

For the rest of the stratigraphic sequence at Roc de Marsal,
chronological information is unfortunately much poorer, owing to
the lower fraction of heated material. A summary of ages deter-
mined for QuinaMousterian occupations in the region can be found
in Guibert et al. (2008) and the corresponding ages refer to the
following sites: Chapelle aux Saints (Corrèze, France: ESR by Grün
and Stringer, 1991), Regourdou (Dordogne, France: radiocarbon by
Vogel and Waterbolk, 1967), Espagnac (Lot, France: ESR by Fal-
guères, in Jaubert (dir.), 2001), Sous les Vignes (Lot-et-Garonne,
France: ESR by Valladas et al., 1999) and Combe-Grenal (Dordogne,
France: TL by Bowman and Sieveking, 1983). The ages determined
for this industry are all between 39 and 54 ka e i.e. during MIS 3,
which is consistent with one of the two ages of Layer 4 at Roc de
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Marsal (Bdx 13269, age: 45.4 � 3.5 ka), the other one being
consistent with MIS 3 or the very end of MIS 4 (Bdx 13272:
61.0 � 5.8 ka). The latter is consistent with recent data from Les
Pradelles (Charente, France), where Quina deposits were dated by
TL to 57.6 � 4.8 ka (Vieillevigne and Guibert, 2007).

Chronological data suggest that the Quina corresponds either to
the very end of MIS 4 or to the MIS 3. Fauna associated with the
Quina Mousterian industry is clearly dominated by reindeer, both
at Roc de Marsal and in other Quina sites of this region, suggesting
cold steppic conditions more consistent with the very end of MIS 4
(Discamps et al., 2011), but further data will be needed to discuss
possible correlations with particular climatic events.

6. Conclusion

Given the complex stratigraphy of Roc de Marsal in terms of
radioactivity heterogeneities at different scales, the coupling of TL
SL), multi-material (quartz and flint) dating of the Mousterian site of
with the climatic variability of MIS 5e3, Journal of Archaeological
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and OSL on different materials was necessary to determine a chro-
nological scenario for the human occupations at this site. Accurate
reconstruction of radioactive environments, for some of the heated
samples, played a significant role in the dating study. Data suggest
an occupation characterized by Denticulate Mousterian during the
middle of MIS 4 (Layers 7, 8 and 9: 65e70 ka). Quina Mousterian
layers, based on ages for Layer 4, are dated to between 45.4� 3.5 ka
and 61�6.8 kawhich is consistent with other chronological data in
the region for the same industry that place it at the end of MIS 4 or
in MIS 3. Consequently, our results, when combined with other on-
going research in the area (Guibert et al., 2008; Discamps et al.,
2011; Sanchez-Goñi et al., 2008) paint a more complex picture
that imply the two following a priori unexpected considerations:
first, that MIS 4 was probably not uniformly extremely cold in
southwest France, since red deer and roe deer would have been
present during the first half of this period; second, that the
maximum cold, as measured by the almost exclusive presence of
reindeer, occurred most probably at the very end of MIS 4 e or
during MIS 3. This is consistent with palaeoenvironmental recon-
structions based on palynological studies in this region of France,
since forest environments and steppes were simultaneously
covering similar fractions of landscapes between 65 and 70 ka, the
minimum forest covering occurring at the end of MIS 4 (60e62 ka,
meaning a possible correlation with Heinrich event 6) and during
MIS 3. Moreover, the deposition of the skeleton of the Neanderthal
infant is now bracketed; according to its stratigraphic position e

probably below the Quina layers (Sandgathe et al., 2011a) e it can
now be assigned most probably to MIS 4, between 60 and 70 ka.
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Figure 14 : vue de l’entrée du Roc de Marsal.
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Figure 15 : Résumé interprétatif des différentes phases d’occupation du Roc de Marsal. Les âges 

présentés ont été obtenus sur des échantillons chauffés : silex datés par thermoluminescence (cercles, 

carrés : dans ce second cas, une reconstruction de l’environnement radioactif a été effectué) ; quartz 

chauffés provenant de zones de combustion datés par luminescence optique (triangles, pointe vers le 

haut) et par thermoluminescence (pointe vers le bas). 
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Figure 16 : Débits de dose γ mesurés dans la stratigraphie du Roc de Marsal. Les variations sont très 

marquées aux interfaces entre le substratum calcaire et les sédiments (base de la séquence), et entre les 

blocs d’effondrement et les sédiments (haut de la séquence). 

175



 
Figure 17 : Courbe d’étalonnage du spectromètreγ, à cellule en LaBr3, du CRPAA. Cette courbe 

correspond au protocole dit de seuil en énergie, mis au point à l’aide de simulations numériques effectuées 

avec GEANT4.  
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Figure 18 : Débits de doseβmono-grain, dus au potassium, simulés pour deux sédiments différents : une 

poterie, dans laquelle les grains de quartz sont entourés par une matrice homogène, infinie contenant le 

potassium (à gauche) ; une dune de sable (à droite), dans laquelle tout le potassium est localisé dans des 

feldspaths potassiques (points chauds). Le concept de matrice infinie s’applique bien au cas poterie 

puisque tous les grains reçoivent la même dose, mais n’est pas adapté au cas de grains de quartz extraits 

d’une dune. 
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Figure 19 : Diagramme radial des doses équivalentes mono-grain mesurées sur un échantillon de 

sédiment du Roc de Marsal.
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Figure. 20 : Cartographie des radioéléments émetteurs de rayonsβsur un échantillon de sédiments du Roc 

de Marsal. Sont clairement visibles sur l’image de droite : des zones peu radioactives telles que le silex (en 

bas à gauche), la passée cendreuse correspondant à la zone de combustion n°18 (horizontale, au centre), 

mais aussi la présence de points chauds (série de points noirs). 
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Figure A1.1 : géométrie simulée afin de quantifier les doses potentiellement reçues par les utilisateurs de 

la source alpha d’241Am acquise par le CRPAA. En vert figurent les trajectoires de rayons X émis par la 

source. 

Figure A1.2 : Nombre de photons par seconde entrant dans les demi-espaces indiqués sr la figure A1.1. 
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Figure AI.3 : géométrie simulée pour quantifier l’effet d’atténuation de l’enveloppe métallique des 

dosimètres utilisés au CRPAA. En blanc figurent les petits cylindres d’alumine contenus dans les tubes 

métalliques en Dural. En rouge sont représentés les cylindres de quartz utilisés comme dosimètres 

naturels de référence. 

 

Milieux 
d’enfouissement 

K σ U σ Th σ 

Cas [K]=1%, 
[U]=1ppm, 
[Th]=6ppm 

Clermont 
       347 C 0.95 0.03 0.87 0.03 0.95 0.02 0.94 

LMP 0.94 0.03 0.97 0.03 0.92 0.03 0.94 

MPX 0.96 0.02 0.94 0.03 0.94 0.03 0.95 

PEP 0.96 0.02 0.94 0.03 0.98 0.03 0.97 

C 341 0.96 0.02 0.99 0.02 0.94 0.03 0.96 

Moyenne 0.95 
 

0.94 
 

0.95 
 

0.95 

        CRPAA 
       Croix de Canard 0.98 0.03 0.94 0.04 1.01 0.04 0.99 

Diepkloof 0.92 0.03 0.9 0.03 0.96 0.04 0.93 

Lave (basalte, Sicile) 0.93 0.03 0.91 0.05 1.07 0.05 0.99 

Roc de Marsal 0.94 0.03 0.95 0.04 0.97 0.04 0.96 

Moyenne 0.94 
 

0.93 
 

1 
 

0.96 
Tableau AI.1 : rapport des débits de dose reçus par les doimètres en alumine insérés dans les tubes 

métalliques, en fonction des radioéléments émetteurs et des milieux d’enfouissement. 
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Clermont CRPAA 

Al2O3 
  r (mm) 2.95 2.5 

h (mm) 9.5 3 

densité (g.cm-3) 1.85 3.66 

   enveloppe 
  

matériau 
Acier 
inox Dural 

epaisseur (mm) 1.05 2.5 

densité (g.cm-3) 8 2.8 
Tableau AI.2 : caractéristiques des dosimètres du CRPAA et de Clermont-Ferrand. La différence de 

densité de l’alumine entre les deux laboratoires est due au fait que l’alumine est sous forme de poudre au 

laboratoire de Clermont-Ferrand, sous forme de pastilles au CRPAA. 
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Figure A1.4 : géométrie simulée afin de déterminée les débits de dose gamma reçus par deux échantillons 

(parallélépipèdes vert et bleu) prélevés dans une brique (en rouge) de l’église Saint-Seurin, à Bordeaux. 

Figure A1.5 : géométrie simulée afin de déterminée les débits de dose gamma reçus par deux échantillons 

(cylindres rouges) prélevés dans une dépression tourbeuse de la plaine alluviale du Rhin (Mussig, Alsace). 

Deux milieux différents par leur composition (blanc, bleu) sont simulés. 
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Figure A1.6 : simulation des irradiations gamma, à l’aide d’une source de 60Co, d’échantillons de quartz 

en vue de la calibration des sources radioactives beta du CRPAA. Les lignes vertes représentent les rayons 

gamma. Les cylindres rouges représentent le quartz et sont inclus dans les cylindres blancs, en plastique. 

L’ensemble de ces cylindres est lui-même contenu dans un parallélépipède en plexiglas.
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                                                                               débit de dose interne débit de dose externe  

Ech. K (%)  U 
(ppm)  

Th 
(ppm)  

Alpha 
(μGy a

-1
)  

beta 
(μGy a

-1
)  

total 
(μGy a

-1
)  

beta 
(μGy a

-1
)  

gamma 
(μGy a

-1
)  

cosmique 
(μGy a

-1
)  

total 
(μGy a

-1
)  

débit de 
dose 
total 
(μGy a

-1
)  

DE 
(Gy)  

age 
(ka)  

BDX1
2762  

0.06 ± 
0.02  

1.97 ± 
0.05  

7.25 ± 
0.2  

301 ± 64  66 ±1  367 ± 64  65 ± 3  856 ± 7  213  1134 ± 7  1501 ± 
64  

254 
± 19  

169 
± 19  

Séd. 0.66 ± 
0.02  

3.17 ± 
0.04  

9.93 ± 
0.12  

          

Tableau A1. 3 : données dosimétriques pour la datation de l’échantillon de silex Bdx 12762, prélevé à 

Duclos (Auriac, Pyrénées Atlantiques). Les simulations numériques ont permis de déterminer le débit de 

dose beta externe reçu par ce silex (cf. Fig. A1.7). 
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Figure A1.7 : irradiation beta d’un silex enfoui en milieu sédimentaire. Le silex est modélisé par un 

parallélépipède, de dimensions a=0.5 cm, b=2 cm et c=3 cm. 
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// -------------------------------------------------------------- 

//      K_gamma-detNaI 

// -------------------------------------------------------------- 

 

#include "G4RunManager.hh" 

#include "G4UImanager.hh" 

#include "G4UIterminal.hh" 

#include "G4UItcsh.hh" 

 

#include "DetectorConstruction.hh" 

#include "PhysicsList.hh" 

#include "PrimaryGeneratorAction.hh" 

#include "SteppingAction.hh" 

#include "RunAction.hh" 

#include "EventAction.hh" 

 

#ifdef G4VIS_USE 

#include "G4VisExecutive.hh" 

#endif 

 

 

int main(int argc,char** argv) 

{ 

  // Construct the default run manager 

  // 

  G4RunManager* runManager = new G4RunManager; 

 

  // set mandatory initialization classes 

  // 

  G4VUserDetectorConstruction* detector = new DetectorConstruction; 

  runManager->SetUserInitialization(detector); 

  // 

  G4VUserPhysicsList* physics = new PhysicsList; 

  runManager->SetUserInitialization(physics); 

 

  // set mandatory user action class 

  // 

  G4VUserPrimaryGeneratorAction* gen_action = new PrimaryGeneratorAction; 

  runManager->SetUserAction(gen_action); 

 

  // 

  RunAction* run_action = new RunAction; 

  runManager->SetUserAction(run_action); 

 

  // la classe dérivée dispose du pointeur sur le run 

  SteppingAction* stepping_action = new SteppingAction (run_action); 

  runManager->SetUserAction(stepping_action); 
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  // la classe dérivée dispose du pointeur sur les actions pas à pas 

  EventAction* event_action = new EventAction (stepping_action, run_action); 

  runManager->SetUserAction(event_action); 

   

 

  // Initialize G4 kernel 

  // 

  runManager->Initialize(); 

 

  //  

  system ("rm -rf donnees.dat"); 

  system ("rm -rf EPerEvent.txt"); 

   

 

  G4UImanager * UI = G4UImanager::GetUIpointer(); 

 if (argc!=1)   // batch mode   

    { 

     G4String command = "/control/execute "; 

     G4String fileName = argv[1]; 

     UI->ApplyCommand(command+fileName); 

    } 

     

  else           // interactive mode : define visualization and UI terminal 

    {  

#ifdef G4VIS_USE 

      G4VisManager* visManager = new G4VisExecutive; 

      visManager->Initialize(); 

#endif     

      

      G4UIsession * session = 0; 

#ifdef G4UI_USE_TCSH 

      session = new G4UIterminal(new G4UItcsh);       

#else 

      session = new G4UIterminal(); 

#endif 

      UI->ApplyCommand("/control/execute vis.mac");      

      session->SessionStart(); 

      delete session;  

 

#ifdef G4VIS_USE 

      delete visManager; 

#endif     

   

    } 

 

 

 

  delete runManager; 

 

  return 0; 

} 
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// $Id: DetectorConstruction.hh 

 

#ifndef DetectorConstruction_H 

#define DetectorConstruction_H 1 

 

class G4LogicalVolume; 

class G4VPhysicalVolume; 

class G4Box; 

class G4Material; 

 

#include "G4VUserDetectorConstruction.hh" 

#include "globals.hh" 

 

class DetectorConstruction : public G4VUserDetectorConstruction 

{ 

  public: 

 

    DetectorConstruction(); 

    ~DetectorConstruction(); 

 

    G4VPhysicalVolume* Construct(); 

 

  private: 

     

    // Logical volumes 

    // 

    G4LogicalVolume* sediment_log; 

    G4LogicalVolume* detecteur_log; 

    G4LogicalVolume* enveloppe_dural_log; 

 

 

    // Physical volumes 

    // 

    G4VPhysicalVolume* sediment_phys; 

    G4VPhysicalVolume* detecteur_phys; 

    G4VPhysicalVolume* enveloppe_dural_phys; 

     

}; 

 

#endif 
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// $Id: DetectorConstruction.cc, 

 

#include "DetectorConstruction.hh" 

 

#include "G4Material.hh" 

#include "G4Box.hh" 

#include "G4Tubs.hh" 

#include "G4LogicalVolume.hh" 

#include "G4ThreeVector.hh" 

#include "G4PVPlacement.hh" 

#include "G4SDManager.hh" 

#include "globals.hh" 

 

DetectorConstruction::DetectorConstruction() 

:  sediment_log(0), detecteur_log(0), enveloppe_dural_log(0), 

    sediment_phys(0), detecteur_phys(0), enveloppe_dural_phys(0) 

{;} 

 

DetectorConstruction::~DetectorConstruction() 

{ 

} 

 

G4VPhysicalVolume* DetectorConstruction::Construct() 

{ 

  //------------------------------------------------------ materials 

 

  G4double a;  // atomic mass 

  G4double z;  // atomic number 

  G4double density, fractionmass; 

  G4String name, symbol;  

  G4int ncomponents, natoms; 

   

  G4Element* H = new G4Element(name="Hydrogen", symbol="H",z= 1., a= 

1.008*g/mole); 

  G4Element* C = new G4Element(name="Carbon", symbol="C", z= 6, a= 

12.01*g/mole); 

  G4Element* N = new G4Element(name="Nitrogen", symbol="N", z= 7, a= 

14.01*g/mole); 
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  G4Element* O  = new G4Element(name="Oxygen"  ,symbol="O" , z= 8., 

a=16.00*g/mole); 

  G4Element* F  = new G4Element(name="Fluorine"  ,symbol="F" , z= 9., 

a=19.00*g/mole); 

  G4Element* Na = new G4Element(name="Sodium", symbol="Na", z= 11, a= 

22.99*g/mole); 

  G4Element* Mg = new G4Element(name="Magnesium", symbol="Mg", z= 12, a= 

24.31*g/mole); 

  G4Element* Al_element = new G4Element(name="Aluminum_element", 

symbol="Al_element", z= 13, a= 27.0*g/mole); 

  G4Element* Si = new G4Element(name="Silicium", symbol="Si",z= 14., a= 

28.09*g/mole); 

  G4Element* P = new G4Element(name="Phosphor", symbol="P", z= 15, a= 

30.97*g/mole); 

  G4Element* S = new G4Element(name="Sulfur", symbol="S", z= 16, a= 

32.07*g/mole); 

  G4Element* Cl = new G4Element(name="Chlorine", symbol="Cl", z= 17, a= 

35.45*g/mole); 

  G4Element* K = new G4Element(name="Potassium", symbol="K", z= 19, a= 

39.10*g/mole); 

  G4Element* Ca = new G4Element(name="Calcium", symbol="Ca", z= 20, a= 

40.08*g/mole); 

  G4Element* Ti = new G4Element(name="Titane", symbol="Ti", z= 22, a= 

47.87*g/mole); 

  G4Element* Mn = new G4Element(name="Manganese", symbol="Mn", z= 25, a= 

54.94*g/mole); 

  G4Element* Fe = new G4Element(name="Iron", symbol="Fe", z= 26, a= 

55.85*g/mole); 

  G4Element* Cu = new G4Element(name="Copper", symbol="Cu", z= 29, a= 

63.55*g/mole);  

  G4Element* Br = new G4Element(name="Iodine", symbol="Br", z= 35, a= 

79.904*g/mole);   

  G4Element* I = new G4Element(name="Iodine", symbol="I", z= 53, a= 

126.90*g/mole); 

  G4Element* La = new G4Element(name="Lanthanum", symbol="La", z= 57, a= 

138.91*g/mole); 

   

  G4Material* sediment_roc_de_marsal = 

    new G4Material("sediment_roc_de_marsal", density= 1.8*g/cm3, 

ncomponents=14); 

  sediment_roc_de_marsal->AddElement(C, fractionmass = 0.0837); 

  sediment_roc_de_marsal->AddElement(O, fractionmass = 0.5211); 

  sediment_roc_de_marsal->AddElement(Na, fractionmass = 0.0015); 

  sediment_roc_de_marsal->AddElement(Mg, fractionmass = 0.0016); 

  sediment_roc_de_marsal->AddElement(Al_element, fractionmass = 0.0198); 

  sediment_roc_de_marsal->AddElement(Si, fractionmass = 0.0648); 

  sediment_roc_de_marsal->AddElement(P, fractionmass = 0.0158); 

  sediment_roc_de_marsal->AddElement(S, fractionmass = 0.0006); 

  sediment_roc_de_marsal->AddElement(Cl, fractionmass = 0.0006); 

  sediment_roc_de_marsal->AddElement(K, fractionmass = 0.0035); 

  sediment_roc_de_marsal->AddElement(Ca, fractionmass = 0.2515); 

  sediment_roc_de_marsal->AddElement(Ti, fractionmass = 0.0008); 

  sediment_roc_de_marsal->AddElement(Mn, fractionmass = 0.0008); 

  sediment_roc_de_marsal->AddElement(Fe, fractionmass = 0.0339); 

   

  G4Material* sediment_roc_de_marsal_H2O =                                      

//eau : 80 % du niveau de sat 

    new G4Material("sediment_roc_de_marsal_H2O", density= 2.069*g/cm3, 

ncomponents=15); 
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  sediment_roc_de_marsal_H2O->AddElement(H, fractionmass = 0.0145); 

  sediment_roc_de_marsal_H2O->AddElement(C, fractionmass = 0.0728); 

  sediment_roc_de_marsal_H2O->AddElement(O, fractionmass = 0.5689); 

  sediment_roc_de_marsal_H2O->AddElement(Na, fractionmass = 0.0013); 

  sediment_roc_de_marsal_H2O->AddElement(Mg, fractionmass = 0.0014); 

  sediment_roc_de_marsal_H2O->AddElement(Al_element, fractionmass = 0.0172); 

  sediment_roc_de_marsal_H2O->AddElement(Si, fractionmass = 0.0564); 

  sediment_roc_de_marsal_H2O->AddElement(P, fractionmass = 0.0137); 

  sediment_roc_de_marsal_H2O->AddElement(Cl, fractionmass = 0.0005); 

  sediment_roc_de_marsal_H2O->AddElement(S, fractionmass = 0.0005); 

  sediment_roc_de_marsal_H2O->AddElement(K, fractionmass = 0.0030); 

  sediment_roc_de_marsal_H2O->AddElement(Ca, fractionmass = 0.2189); 

  sediment_roc_de_marsal_H2O->AddElement(Ti, fractionmass = 0.0007); 

  sediment_roc_de_marsal_H2O->AddElement(Mn, fractionmass = 0.0007); 

  sediment_roc_de_marsal_H2O->AddElement(Fe, fractionmass = 0.0295); 

 

  G4Material* sediment_croix_de_canard = 

    new G4Material("sediment_croix_de_canard", density= 1.8*g/cm3, 

ncomponents=13); 

  sediment_croix_de_canard->AddElement(O, fractionmass = 0.5291); 

  sediment_croix_de_canard->AddElement(Na, fractionmass = 0.0020); 

  sediment_croix_de_canard->AddElement(Mg, fractionmass = 0.0046); 

  sediment_croix_de_canard->AddElement(Al_element, fractionmass = 0.0881); 

  sediment_croix_de_canard->AddElement(Si, fractionmass = 0.2771); 

  sediment_croix_de_canard->AddElement(P, fractionmass = 0.0011); 

  sediment_croix_de_canard->AddElement(S, fractionmass = 0.0005); 

  sediment_croix_de_canard->AddElement(Cl, fractionmass = 0.0001); 

  sediment_croix_de_canard->AddElement(K, fractionmass = 0.0155); 

  sediment_croix_de_canard->AddElement(Ca, fractionmass = 0.0048); 

  sediment_croix_de_canard->AddElement(Ti, fractionmass = 0.0061); 

  sediment_croix_de_canard->AddElement(Mn, fractionmass = 0.0010); 

  sediment_croix_de_canard->AddElement(Fe, fractionmass = 0.0700); 

    

  G4Material* sediment_croix_de_canard_H2O =                                  

//eau : 80 % du niveau de sat 

    new G4Material("sediment_croix_de_canard_H2O", density= 2.05*g/cm3, 

ncomponents=14); 

  sediment_croix_de_canard_H2O->AddElement(H, fractionmass = 0.0137); 

  sediment_croix_de_canard_H2O->AddElement(O, fractionmass = 0.5729); 

  sediment_croix_de_canard_H2O->AddElement(Na, fractionmass = 0.0017); 

  sediment_croix_de_canard_H2O->AddElement(Mg, fractionmass = 0.0040); 

  sediment_croix_de_canard_H2O->AddElement(Al_element, fractionmass = 

0.0774); 

  sediment_croix_de_canard_H2O->AddElement(Si, fractionmass = 0.2433); 

  sediment_croix_de_canard_H2O->AddElement(P, fractionmass = 0.0010); 

  sediment_croix_de_canard_H2O->AddElement(S, fractionmass = 0.0004); 

  sediment_croix_de_canard_H2O->AddElement(Cl, fractionmass = 0.0001); 

  sediment_croix_de_canard_H2O->AddElement(K, fractionmass = 0.0136); 

  sediment_croix_de_canard_H2O->AddElement(Ca, fractionmass = 0.0042); 

  sediment_croix_de_canard_H2O->AddElement(Ti, fractionmass = 0.0054); 

  sediment_croix_de_canard_H2O->AddElement(Mn, fractionmass = 0.0009); 

  sediment_croix_de_canard_H2O->AddElement(Fe, fractionmass = 0.0614); 

   

  G4Material* lave = 

    new G4Material("lave", density= 1.8*g/cm3, ncomponents=11); 

  lave->AddElement(O, fractionmass = 0.4400); 

  lave->AddElement(Na, fractionmass = 0.0297); 

  lave->AddElement(Mg, fractionmass = 0.0392); 

  lave->AddElement(Al_element, fractionmass = 0.0847); 
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  lave->AddElement(Si, fractionmass = 0.2187); 

  lave->AddElement(P, fractionmass = 0.0022); 

  lave->AddElement(K, fractionmass = 0.0166); 

  lave->AddElement(Ca, fractionmass = 0.0715); 

  lave->AddElement(Ti, fractionmass = 0.0120); 

  lave->AddElement(Mn, fractionmass = 0.0015); 

  lave->AddElement(Fe, fractionmass = 0.0839); 

 

  G4Material* lave_H2O =         //eau : 80 % 

du niveau de sat 

    new G4Material("lave_H2O", density= 2.067*g/cm3, ncomponents=12); 

  

  lave_H2O->AddElement(H, fractionmass = 0.0144); 

  lave_H2O->AddElement(O, fractionmass = 0.4978); 

  lave_H2O->AddElement(Na, fractionmass = 0.0259); 

  lave_H2O->AddElement(Mg, fractionmass = 0.0341); 

  lave_H2O->AddElement(Al_element, fractionmass = 0.0738); 

  lave_H2O->AddElement(Si, fractionmass = 0.1905); 

  lave_H2O->AddElement(P, fractionmass = 0.0019); 

  lave_H2O->AddElement(K, fractionmass = 0.0144); 

  lave_H2O->AddElement(Ca, fractionmass = 0.0623); 

  lave_H2O->AddElement(Ti, fractionmass = 0.0105); 

  lave_H2O->AddElement(Mn, fractionmass = 0.0013); 

  lave_H2O->AddElement(Fe, fractionmass = 0.0731); 

   

  G4Material* sediment_diepkloof = 

    new G4Material("sediment_diepkloof", density= 1.6*g/cm3, 

ncomponents=15); 

    sediment_diepkloof->AddElement(C, fractionmass = 0.2900); 

  sediment_diepkloof->AddElement(N, fractionmass = 0.0120); 

  sediment_diepkloof->AddElement(O, fractionmass = 0.3830); 

  sediment_diepkloof->AddElement(F, fractionmass = 0.0050); 

  sediment_diepkloof->AddElement(Na, fractionmass = 0.0190); 

  sediment_diepkloof->AddElement(Mg, fractionmass = 0.0220); 

  sediment_diepkloof->AddElement(Al_element, fractionmass = 0.0100); 

  sediment_diepkloof->AddElement(Si, fractionmass = 0.0540); 

  sediment_diepkloof->AddElement(P, fractionmass = 0.033); 

  sediment_diepkloof->AddElement(S, fractionmass = 0.0070); 

  sediment_diepkloof->AddElement(Cl, fractionmass = 0.041); 

  sediment_diepkloof->AddElement(K, fractionmass = 0.019); 

  sediment_diepkloof->AddElement(Ca, fractionmass = 0.097); 

  sediment_diepkloof->AddElement(Ti, fractionmass = 0.0010); 

  sediment_diepkloof->AddElement(Fe, fractionmass = 0.0070); 

 

G4Material* sediment_diepkloof_H2O =        

//eau : 80 % du niveau de sat 

    new G4Material("sediment_diepkloof_H2O", density= 1.867*g/cm3, 

ncomponents=16); 

  sediment_diepkloof_H2O->AddElement(H, fractionmass = 0.0160); 

  sediment_diepkloof_H2O->AddElement(C, fractionmass = 0.2485); 

  sediment_diepkloof_H2O->AddElement(N, fractionmass = 0.0103); 

  sediment_diepkloof_H2O->AddElement(O, fractionmass = 0.4551); 

  sediment_diepkloof_H2O->AddElement(F, fractionmass = 0.0043); 

  sediment_diepkloof_H2O->AddElement(Na, fractionmass = 0.0163); 

  sediment_diepkloof_H2O->AddElement(Mg, fractionmass = 0.0189); 

  sediment_diepkloof_H2O->AddElement(Al_element, fractionmass = 0.0086); 

  sediment_diepkloof_H2O->AddElement(Si, fractionmass = 0.0463); 

  sediment_diepkloof_H2O->AddElement(P, fractionmass = 0.0283); 

  sediment_diepkloof_H2O->AddElement(S, fractionmass = 0.0060); 
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  sediment_diepkloof_H2O->AddElement(Cl, fractionmass = 0.0351); 

  sediment_diepkloof_H2O->AddElement(K, fractionmass = 0.0163); 

  sediment_diepkloof_H2O->AddElement(Ca, fractionmass = 0.0831); 

  sediment_diepkloof_H2O->AddElement(Ti, fractionmass = 0.0009); 

  sediment_diepkloof_H2O->AddElement(Fe, fractionmass = 0.0060); 

 

  G4Material* LaBr = 

  new G4Material("LaBr", density= 5.29*g/cm3, ncomponents=2); 

  LaBr->AddElement(La, natoms=1); 

  LaBr->AddElement(Br, natoms=3); 

   

  G4Material* NaI = 

  new G4Material("NaI", density= 3.67*g/cm3, ncomponents=2); 

  NaI->AddElement(Na, natoms=1); 

  NaI->AddElement(I, natoms=1); 

        

  G4Material* Ge = 

  new G4Material("Germanium", z=32., a= 72.64*g/mole, density= 5.323*g/cm3); 

      

  G4Material* Al =  

  new G4Material("Aluminium", z=13., a= 27.*g/mole, density= 2.7*g/cm3); 

        

  G4Material* SiO2 =  

    new G4Material("Quartz", density= 2.62*g/cm3, ncomponents=2); 

  SiO2->AddElement(Si, natoms=1); 

  SiO2->AddElement(O, natoms=2); 

 

  G4Material* Al2O3 =  

    new G4Material("Alumine", density= 3.40*g/cm3, ncomponents=2); 

  Al2O3->AddElement(Al_element, natoms=2); 

  Al2O3->AddElement(O, natoms=3); 

   

  G4Material* sediment = 

    new G4Material("Sediment", density= 2.00*g/cm3, ncomponents=13); 

  sediment->AddElement(Al_element, natoms=1); 

  sediment->AddElement(O, natoms=1); 

  sediment->AddElement(Si, natoms=1); 

  sediment->AddElement(Fe, natoms=1); 

  sediment->AddElement(K, natoms=1); 

  sediment->AddElement(Na, natoms=1); 

  sediment->AddElement(Mg, natoms=1); 

  sediment->AddElement(P, natoms=1); 

  sediment->AddElement(Ca, natoms=1); 

  sediment->AddElement(S, natoms=1); 

  sediment->AddElement(Ti, natoms=1); 

  sediment->AddElement(Mn, natoms=1); 

  sediment->AddElement(C, natoms=1); 

   

  G4Material* Dural = 

    new G4Material("Dural", density= 2.8*g/cm3, ncomponents=3); 

  Dural->AddElement(Al_element, fractionmass = 0.95); 

  Dural->AddElement(Cu, fractionmass = 0.04); 

  Dural->AddElement(Mg, fractionmass = 0.01); 

   

   

  //------------------------------------------------------ volumes 

 

  //------------------------------ sediment (world volume) 
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  G4double sediment_x = 2.0*m;  // !!! il s'agit de la demi-arrete 

du cube 

  G4double sediment_y = 2.0*m; 

  G4double sediment_z = 2.0*m; 

  G4Box* sediment_box 

    = new G4Box("sediment_box",sediment_x,sediment_y,sediment_z); 

  sediment_log = new G4LogicalVolume(sediment_box, 

                                             

sediment_roc_de_marsal_H2O,"sediment_log",0,0,0); 

  sediment_phys = new G4PVPlacement(0,G4ThreeVector(), 

                                      sediment_log,"sediment",0,false,0); 

 

  //------------------------------ enveloppe dural 

 

  G4double innerRadiusOfTheTube = 0.*cm; 

  G4double outerRadiusOfTheTube = 2.005*cm; 

  G4double hightOfTheTube = 2.005*cm;  // !!! Il s'agit de la demi-

hauteur du cylindre 

  G4double startAngleOfTheTube = 0.*deg; 

  G4double spanningAngleOfTheTube = 360.*deg; 

  G4Tubs* enveloppe_dural_tube = new 

G4Tubs("enveloppe_detecteur",innerRadiusOfTheTube, 

                                    outerRadiusOfTheTube,hightOfTheTube, 

                                    

startAngleOfTheTube,spanningAngleOfTheTube); 

  enveloppe_dural_log = new 

G4LogicalVolume(enveloppe_dural_tube,Dural,"enveloppe_dural_log",0,0,0); 

  G4double enveloppe_duralPos_x = 0.*m;  // le cylindre est place au 

centre du cube 

  G4double enveloppe_duralPos_y = 0.*m; 

  G4double enveloppe_duralPos_z = 0.*m; 

  enveloppe_dural_phys = new G4PVPlacement(0, 

             

G4ThreeVector(enveloppe_duralPos_x,enveloppe_duralPos_y,enveloppe_duralPos_z

), 

             enveloppe_dural_log,"enveloppe_dural",sediment_log,false,0); 

       

  //------------------------------ detecteur 

 

  G4double innerRadiusOfTheTube_det = 0.*cm; 

  G4double outerRadiusOfTheTube_det = 1.905*cm; 

  G4double hightOfTheTube_det = 1.905*cm;  // !!! Il s'agit de la 

demi-hauteur du cylindre 

  G4double startAngleOfTheTube_det = 0.*deg; 

  G4double spanningAngleOfTheTube_det = 360.*deg; 

  G4Tubs* detecteur_tube = new 

G4Tubs("detecteur_tube",innerRadiusOfTheTube_det, 

                                    

outerRadiusOfTheTube_det,hightOfTheTube_det, 

                                    

startAngleOfTheTube_det,spanningAngleOfTheTube_det); 

  detecteur_log = new 

G4LogicalVolume(detecteur_tube,NaI,"detecteur_log",0,0,0); 

  G4double detecteurPos_x = 0.*m;  // le cylindre est place au 

centre du cube 

  G4double detecteurPos_y = 0.*m; 

  G4double detecteurPos_z = 0.*m; 

  detecteur_phys = new G4PVPlacement(0, 

             G4ThreeVector(detecteurPos_x,detecteurPos_y,detecteurPos_z), 

224



             detecteur_log,"detecteur",enveloppe_dural_log,false,0); 

 

   return sediment_phys; 

} 
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// $Id: EventAction.hh 

  

#ifndef EventAction_h 

#define EventAction_h 1 

 

#include "G4UserEventAction.hh" 

 

class G4Event; 

class SteppingAction; 

class RunAction; 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

class EventAction : public G4UserEventAction 

{ 

  protected: 

    SteppingAction *step_action; 

    RunAction      *run_action; 

 

  public: 

    EventAction(SteppingAction *, RunAction *); 

   ~EventAction(); 

 

  public: 

    void BeginOfEventAction(const G4Event*); 

    void EndOfEventAction(const G4Event*); 

       

}; 

 

#endif 
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nbPhotEsup300keV

E_sup215keV

// $Id: EventAction.cc, 

 

#include "EventAction.hh" 

#include "G4Event.hh" 

#include "G4EventManager.hh" 

#include "G4TrajectoryContainer.hh" 

#include "G4Trajectory.hh" 

#include "G4ios.hh" 

#include <fstream> 

#include <CLHEP/Random/Randomize.h> 

#include "Randomize.hh" 

 

#include "SteppingAction.hh" 

#include "RunAction.hh" 

 

using namespace std; 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo.. 

  

EventAction::EventAction( SteppingAction *step, 

                                          RunAction      *run ) 

{ 

  step_action = step; 

  run_action  = run; 

} 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

  

EventAction::~EventAction() 

{} 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo.. 

  

void EventAction::BeginOfEventAction(const G4Event*) 

{ 

  // RAZ des énergies déposées dans le détecteur (spectre) 

  step_action->ResetE ( ); 

  run_action->SetEEvent(0.); 

} 
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//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

  

void EventAction::EndOfEventAction(const G4Event* evt) 

{ ofstream fichier; 

  ofstream fichier2; 

  G4int event_id = evt->GetEventID(); 

 

  G4TrajectoryContainer* trajectoryContainer = evt-

>GetTrajectoryContainer(); 

  G4int n_trajectories = 0; 

  if (trajectoryContainer) n_trajectories = trajectoryContainer->entries(); 

  {} 

 

 

 

//Suivi de l'avancement de la simulation lorsque je lance bcp d'evts 

//j'ecris tous les 100000000 evts le numero de l'evt dans le fichier 

suivi.txt 

 

 if ((event_id+1)%100000000 == 0)  

 { 

    G4double E_int = run_action->GetE_totale()/1000.; 

    G4double E_int2 = run_action->GetE_sup215keV()/1000.; 

    fichier.open("suivi.txt",ios::out | ios::app); 

    fichier << event_id << " " << E_int << " " << E_int2 << G4endl; 

    fichier.close(); 

         

    G4int nbPhot = run_action->GetnbPhotEsup300keV(); 

    fichier2.open("nbPhotEsup300keV.txt",ios::out | ios::app); 

    fichier2 << nbPhot << G4endl; 

    fichier2.close(); 

     

  } 

  

    // incrémentation des spectres 

    run_action->SpecIncr ( step_action->GetE () ); 

     

 

if(run_action->GetEEvent()!=0.)  

{ 

         G4int  canal = (G4int) run_action->GetEEvent() ; 

         run_action->EPerEvent[canal] += 1; //on augmente la valeur de 1 

dans le canal voulu 

   

  if(run_action->GetEEvent()>=300.) 

   {run_action->nbPhotEsup300keV +=1; //on compte le nombre 

de photons déposant une énergie  

       //supérieure à 300 keV 

  }   

 

  if(canal>=215.) 

   {run_action->IncrE_sup215keV(canal); //on compte le nombre 

de coups à E>= 215 keV 

   

} 

 

 

} 
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  run_action->SetEEvent(0.); 

      

} 
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// $Id: PhysicsList.hh 

//  Construct/define particles and physics processes 

 

 

#ifndef PhysicsList_h 

#define PhysicsList_h 1 

 

#include "G4VUserPhysicsList.hh" 

#include "globals.hh" 

 

class PhysicsList: public G4VUserPhysicsList 

{ 

  public: 

    PhysicsList(); 

    ~PhysicsList(); 

 

  protected: 

    // Construct particle and physics process 

    void ConstructParticle(); 

    void ConstructProcess(); 

    void SetCuts(); 

 

  protected: 

    // Construct particles and physics process  

    void ConstructBosons(); 

    void ConstructLeptons(); 

 

    void ConstructGeneral(); 

    void ConstructEM(); 

}; 

 

#endif 
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// $Id: PhysicsList.cc 

 

#include "PhysicsList.hh" 

#include "G4ParticleTypes.hh" 

#include "G4ProcessManager.hh" 

#include "globals.hh" 

 

 

PhysicsList::PhysicsList() 

{;} 

 

PhysicsList::~PhysicsList() 

{;} 

 

void PhysicsList::ConstructParticle() 

{ 

  ConstructBosons(); 

  ConstructLeptons(); 

} 

 

void PhysicsList::ConstructBosons() 

{ 

 G4Gamma::GammaDefinition(); 

} 

 

void PhysicsList::ConstructLeptons() 

{ 

  // leptons 

  //  e+/- 

  G4Electron::ElectronDefinition(); 

  G4Positron::PositronDefinition(); 

} 

 

void PhysicsList::ConstructProcess() 

{ 

  // Define transportation process 

  AddTransportation(); 

  ConstructEM(); 

} 

 

#include "G4ComptonScattering.hh" 

#include "G4GammaConversion.hh" 

#include "G4PhotoElectricEffect.hh" 

 

#include "G4MultipleScattering.hh" 

 

#include "G4eIonisation.hh" 

#include "G4eBremsstrahlung.hh" 

#include "G4eplusAnnihilation.hh" 

 

231



#include "G4StepLimiter.hh" 

#include "G4UserSpecialCuts.hh" 

 

 

 

void PhysicsList::ConstructEM() 

{ 

  theParticleIterator->reset(); 

  while( (*theParticleIterator)() ){ 

    G4ParticleDefinition* particle = theParticleIterator->value(); 

    G4ProcessManager* pmanager = particle->GetProcessManager(); 

    G4String particleName = particle->GetParticleName(); 

      

    if (particleName == "gamma") { 

      // gamma          

      pmanager->AddDiscreteProcess(new G4PhotoElectricEffect); 

      pmanager->AddDiscreteProcess(new G4ComptonScattering); 

      pmanager->AddDiscreteProcess(new G4GammaConversion); 

 

 }else if (particleName == "e-") { 

      //electron 

      pmanager->AddProcess(new G4MultipleScattering,-1, 1,1); 

 //les chiffres correspondent a la priorite des interactions 

      pmanager->AddProcess(new G4eIonisation,       -1, 2,2); 

      pmanager->AddProcess(new G4eBremsstrahlung,   -1, 3,3);       

 

    } else if (particleName == "e+") { 

      //positron 

      pmanager->AddProcess(new G4MultipleScattering,-1, 1,1); 

      pmanager->AddProcess(new G4eIonisation,       -1, 2,2); 

      pmanager->AddProcess(new G4eBremsstrahlung,   -1, 3,3); 

      pmanager->AddProcess(new G4eplusAnnihilation,  0,-1,4); 

 

    } 

  } 

} 

 

void PhysicsList::SetCuts() 

{ 

  SetCutsWithDefault();    //par defaut, la valeur du cut est fixee a 1 mm 

 

  // Retrieve verbose level 

  SetVerboseLevel(temp);   

} 
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GeneratePrimaries

particleGun

// $Id: PrimaryGeneratorAction.hh 

 

#ifndef PrimaryGeneratorAction_h 

#define PrimaryGeneratorAction_h 1 

 

#include "G4VUserPrimaryGeneratorAction.hh" 

#include "globals.hh" 

 

class G4ParticleGun; 

class G4Event; 

class G4RunManager; 

class RunAction; 

 

//class RunAction; 

 

class PrimaryGeneratorAction : public G4VUserPrimaryGeneratorAction 

{ 

 //enregistrement du rayon d'emission  

 

  public: 

    PrimaryGeneratorAction(); 

    ~PrimaryGeneratorAction(); 

 

 

  public: 

    void GeneratePrimaries(G4Event* anEvent); 

// void RaySave(); 

 void EndOfPrimaryGeneratorAction(); 

 

// G4int* GetRay_sp (); 

// G4int* GetTheta_sp (); 

 

  private: 

    G4ParticleGun* particleGun; 

 

}; 

 

 

#endif 
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// $Id: PrimaryGeneratorAction.cc 

 

#include "PrimaryGeneratorAction.hh" 

 

#include "G4Event.hh" 

#include "G4ParticleGun.hh" 

#include "G4ParticleTable.hh" 

#include "G4ParticleDefinition.hh" 

#include "globals.hh" 

#include "Randomize.hh" 

#include "G4RunManager.hh" 

 

#include "RunAction.hh" 

 

#include <iostream> 

#include <fstream> 

using namespace std; 

 

 

PrimaryGeneratorAction::PrimaryGeneratorAction() 

{ 

  G4int n_particle = 1; 

  particleGun = new G4ParticleGun(n_particle); 

 

  G4ParticleTable* particleTable = G4ParticleTable::GetParticleTable(); 

  G4String particleName; 

  particleGun->SetParticleDefinition(particleTable-

>FindParticle(particleName="gamma"));  //on émet un gamma 

  particleGun->SetParticleEnergy(1460.822*keV);   //energie    

 

 //elements premettant d'enregistrer le rayon et l'angle theta 

d'emission des particules primaires 

} 

 

PrimaryGeneratorAction::~PrimaryGeneratorAction() 

{ 

  delete particleGun; 

} 

 

void PrimaryGeneratorAction::GeneratePrimaries(G4Event* anEvent) 

{ 

 // tirage aléatoire de la position et la direction d'émision 

  G4int i = anEvent->GetEventID(); 

  G4double Pi = 3.14159; 

   

   

  // direction 

  G4double theta ; 
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  G4bool test0 = false; 

  while (test0 == false) 

  { 

   G4double rand_theta = Pi*G4UniformRand()*rad; 

 G4double rand_sin_theta = G4UniformRand(); 

 if (rand_sin_theta < sin(rand_theta)) 

  {theta = rand_theta; 

  test0 = true;} 

  } 

   

  G4double phi = 2*Pi*G4UniformRand()*rad; 

 

  G4double p_x = 1.0*sin(theta)*cos(phi); 

  G4double p_y = 1.0*sin(theta)*sin(phi); 

  G4double p_z = 1.0*cos(theta); 

  

 // tirage aléatoire de la position d'émission 

  G4double theta_pos ; 

  G4double rayon;   

  G4double r_em = 70.0*cm; 

  G4double phi_pos; 

  G4double x0; 

  G4double y0; 

  G4double z0; 

     

         

  G4bool test_pos = false; 

  while (test_pos == false) 

   { 

 

   

   G4bool test1 = false; 

   while (test1 == false) 

    { 

    G4double rand_theta_pos = Pi*G4UniformRand()*rad; 

  G4double rand_sin_theta_pos = G4UniformRand(); 

  if (rand_sin_theta_pos < sin(rand_theta_pos)) 

   {theta_pos = rand_theta_pos; 

   test1 = true;} 

    } 

 

   phi_pos = 2*Pi*G4UniformRand()*rad; 

  

  

  // tirage du rayon d'emission (le rayon de la sphere dans laquelle on 

effectue le tirage est fixe  

 // au debut du run) 

   G4bool test = false ; 

   while (test == false) 

    { 

    G4double Rand_X = G4UniformRand(); 

    G4double Rand_Y = G4UniformRand(); 

    if (Rand_Y < (Rand_X)*(Rand_X)) 

   {rayon = r_em*Rand_X; 

       test = true;} 

    } 

   

 G4double x = rayon*sin(theta_pos)*cos(phi_pos); 

   G4double y = rayon*sin(theta_pos)*sin(phi_pos); 

   G4double z = rayon*cos(theta_pos);  

  

  

  if (((x*x+y*y)>362.9) || (abs(z)>19.05)) //tirage en dehors du 

détecteur (ici un NaI de 1.5"*1.5") 

  {test_pos = true; 

   x0 = x; 

   y0 = y; 

   z0 = z; 
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  }   

   

 } 

 

   //position 

   //x0 = rayon*sin(theta_pos)*cos(phi_pos); 

   //y0 = rayon*sin(theta_pos)*sin(phi_pos); 

   //z0 = rayon*cos(theta_pos); 

 

  // émission de la particule 

  particleGun->SetParticlePosition(G4ThreeVector(x0, y0, z0)); 

  particleGun->SetParticleMomentumDirection(G4ThreeVector(p_x,p_y,p_z)); 

  particleGun->GeneratePrimaryVertex(anEvent); 

} 
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// $Id: RunAction.hh 

 

#ifndef RunAction_h 

#define RunAction_h 1 

 

#include "G4UserRunAction.hh" 

#include "globals.hh" 

#include <string.h> 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

class G4Run; 

 

class RunAction : public G4UserRunAction 

{ 

 //spectre de l'energie deposee 

  protected: 

    G4int     sp_dim; 

    G4double  sp_max; 

    G4int     sp_coef; 

    G4int    *sp_e; 

 

    // énergie totale déposée dans le détecteur 

    G4double    E_totale; 

    G4double    E_nonionisante; 

    G4double    E_sup215keV; 

  

  

 //rayon de la sphere d'emission 

  public : 

  G4double rayon_em; 

  G4double GetRayon_em(){return rayon_em;} 

 

  public: 

    RunAction (); 

   ~RunAction (); 

 

  public: 

    void BeginOfRunAction(const G4Run*); 

    void EndOfRunAction(const G4Run*); 

     

     

 //spectre de l'energie deposee 

    void SpecClear ( ); 

    void SpecIncr  ( G4double ener ); 

    void SpecSave  ( const char *filename ); 

 

    void RaySave  ( const char *filename ); 

 void ThetaSave  ( const char *filename ); 
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 // remise à zéro de l'energie totale et sup 215 keV (en début de run) 

     void ResetE_totale ( ); 

     void ResetE_sup215keV ( ); 

      

     // incrémente l'énergie totale 

     void IncrE_totale (const G4double val ); 

     void IncrE_sup215keV (const G4double val ); 

 

     // retourne l'énergie totale 

     G4double GetE_totale (); 

     G4double GetE_sup215keV (); 

 

     G4float* GetEPerEvent(); 

     void SetEEvent(G4float myE) {EEvent = myE;}  

     void AddEEvent(G4float myE) {EEvent += myE;}  

     G4float GetEEvent() {return (EEvent);} 

     void SaveEPerEvent  ( const char *filename ); 

     G4float *EPerEvent; 

     G4float EEvent; 

     G4int     EPerEvent_dim;  

      

     G4int nbPhotEsup300keV;  

     G4int GetnbPhotEsup300keV() {return (nbPhotEsup300keV);}      

 

}; 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

// remise à zéro de l'energie totale (en début de run) 

inline void RunAction::ResetE_totale ( ) 

    { E_totale = 0.; } 

 

// incréménte l'énergie totale 

//  val: énergie à sommer 

inline void RunAction::IncrE_totale (const G4double val ) 

 {E_totale += val;}  

 

// retourne l'énergie totale emmagasinée 

 

inline G4double RunAction::GetE_totale ()  

    { return (E_totale) ; } 

     

 

// remise à zéro de l'energie sup 215 keV (en début de run) 

inline void RunAction::ResetE_sup215keV ( ) 

    { E_sup215keV = 0.; } 

 

// incréménte l'énergie totale 

//  val: énergie à sommer 

inline void RunAction::IncrE_sup215keV (const G4double val ) 

 {E_sup215keV += val;}  

 

// retourne l'énergie totale emmagasinée 

 

inline G4double RunAction::GetE_sup215keV ()  

    { return (E_sup215keV) ; } 

     

     

#endif 
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SpecClear SpecIncr SpecSave

sp_e

 

// $Id: RunAction.cc 

 

#include "RunAction.hh" 

#include "PrimaryGeneratorAction.hh" 

#include "SteppingAction.hh" 

#include "G4Run.hh" 

#include "Randomize.hh" 

#include "G4UnitsTable.hh" 

#include <time.h> 

#include "G4RunManager.hh" 

#include "G4VUserPrimaryGeneratorAction.hh" 

#include <iostream> 

#include <fstream> 

using namespace std; 

 

RunAction::RunAction() 

{ 

    sp_dim = 2000; 

    sp_max = 2000.; 

    sp_coef = (G4int) (sp_dim/sp_max); 

    sp_e = new G4int [sp_dim]; 

    

    EPerEvent_dim = 4000; 

    EPerEvent = new G4float [EPerEvent_dim]; 

     

    nbPhotEsup300keV = 0;     

} 

 

RunAction::~RunAction() 

{ 

    delete [] EPerEvent; 

} 

 

void RunAction::BeginOfRunAction(const G4Run* aRun) 

{ 

 

  // initialisation des spectres 

  ResetE_totale ( ); 

  ResetE_sup215keV ( ); 

   

  CLHEP::HepRandom::setTheEngine(new CLHEP::RanecuEngine);  

  std::fstream randomFile; 

  randomFile.open("/dev/urandom", std::ios::in | std::ios::binary); 
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  //unsigned int seed1; 

  long mySeed; 

  randomFile.read(reinterpret_cast<char *>(&mySeed), sizeof(unsigned int));  

  randomFile.close(); 

  //G4cout << "Random seed is " << seed << G4endl; 

  CLHEP::HepRandom::setTheSeed(mySeed); 

  CLHEP::HepRandom::showEngineStatus();   

} 

 

void RunAction::EndOfRunAction(const G4Run*) 

{ 

  SaveEPerEvent ( "EPerEvent.txt" ); 

} 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

void RunAction::SpecClear( ) //remise à zéro 

{ 

    for (G4int i = 0; i < sp_dim; ++i) 

    { 

        sp_e[i] = 0; 

    } 

} 

 

void RunAction::SpecIncr(G4double ener ) 

{ 

        G4int  canal = (G4int) ener * sp_coef ; 

 

        if (canal >= sp_dim) canal = sp_dim-1; 

        if (canal < 0)       canal = sp_dim-2; 

 

        sp_e[canal] += 1;  //on augmente la valeur de 1 dans le canal 

voulu 

} 

 

void RunAction::SpecSave( const char *filename ) 

{  ofstream fichier; 

    G4cout << "Sauvegarde dans le fichier " << "donnees.dat" << G4endl; 

    fichier.open("donnees.dat",ios::out | ios::app); 

  

//Ecriture dans le fichier de sortie  

  

    for (G4int i = 0; i < sp_dim; ++i) 

    { 

        fichier << G4float(i)*1.0 << " " << G4float(sp_e[i])*1.0 << G4endl; 

    }  

  fichier.close();   

 

  G4int prec = G4cout.precision(4); 

  G4cout << "l'energie deposee dans le detecteur vaut " << 

G4BestUnit((GetE_totale()/1000.), "Energy") << G4endl ; //énergie totale 

déposée dans le détecteur 

  G4cout << GetnbPhotEsup300keV() << " photons ont depose une energie 

superieure a 300 keV dans le detecteur" 

     << G4endl; 

  G4cout << "l'energie deposee au-dela de 215 keV vaut " << 

G4BestUnit((GetE_sup215keV()/1000.), "Energy") << G4endl ;  

} 

 

void RunAction::SaveEPerEvent( const char *filename ) 

{   

  G4cout << "Sauvegarde dans le fichier " << "EPerEvent.txt" << G4endl; 

  ofstream file; 

  file.open("EPerEvent.txt",ios::out | ios::app); 

  for (G4int i=0; i < 4000; ++i) 

  { 

   file << EPerEvent[i] << G4endl; 
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  } 

   file.close();  

} 
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// $Id: SteppingAction.hh 

 

#ifndef SteppingAction_h 

#define SteppingAction_h 1 

#include "G4SteppingVerbose.hh" 

#include "G4UserSteppingAction.hh" 

 

class RunAction; 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

class SteppingAction : public G4UserSteppingAction 

{ 

  protected: 

    RunAction      *run_action; 

 

    // énergie déposée par événement dans le détecteur (spectre) 

    G4double    Ege; 

     

 

  public: 

     

SteppingAction(RunAction *); 

   ~SteppingAction(){}; 

     

  void UserSteppingAction(const G4Step* /*, const G4VProcess**/); 

  void TrackingStarted(); 

 

     // remise à zéro de l'energie stockée par le détecteur (en début 

d'événement)(spectre) 

     void ResetE ( ); 

 

     // incréménte l'énergie pour le détecteur(spectre) 

     void IncrE (const G4double val ); 

 

     // retourne l'énergie pour le détecteur(spectre) 

     G4double GetE (); 

 

}; 

 

// remise à zéro de l'energie stockée par le détecteur (en début 

d'événement)(spectre) 

inline void SteppingAction::ResetE ( ) 

    { Ege = 0.;} 

 

// incréménte l'énergie (spectre) 

//  val: énergie à sommer 

inline void SteppingAction::IncrE (const G4double val ) 

 {Ege += val;}  

 

// retourne l'énergie (spectre) 

 

inline G4double SteppingAction::GetE ()  

    { return (Ege) ; } 

 

 

#endif 
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// $Id: SteppingAction.cc 

 

#include "G4SteppingVerbose.hh" 

#include "SteppingAction.hh" 

#include "RunAction.hh" 

#include "G4SteppingManager.hh" 

#include <fstream> 

#include "G4ParticleDefinition.hh" 

#include "G4VPhysicalVolume.hh" 

#include "Randomize.hh" 

#include "G4Track.hh" 

#include "G4VProcess.hh" 

#include <CLHEP/Random/Randomize.h> 

using namespace std; 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

SteppingAction::SteppingAction(RunAction *run):run_action(run) 

{ 

    G4cout << "*** SteppingAction CREATION" << G4endl; 

 

    // à priori, ça ne devrait pas être nécessaire, puisque la RAZ 

    // doit de toute façon se faire au début de chaque événement 

    ResetE(); 

} 

 

//....oooOO0OOooo........oooOO0OOooo........oooOO0OOooo........oooOO0OOooo..

.... 

 

void SteppingAction::UserSteppingAction(const G4Step* aStep) 

{  

ofstream fichier; 

 

G4Track* track = aStep->GetTrack(); 

G4String det_name = track->GetVolume()->GetName();  

G4StepPoint* point = aStep->GetPostStepPoint(); 

const G4VProcess* aProcess = point->GetProcessDefinedStep(); 

G4String process_name = aProcess->GetProcessName(); 

 

 //ici je récupère l'énergie des particules chargée perdue dans le 

détecteur. 

    if (det_name == "detecteur") 

 {   
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        IncrE (aStep->GetTotalEnergyDeposit()/keV ); 

  run_action->IncrE_totale (aStep->GetTotalEnergyDeposit()/keV 

); 

  run_action->AddEEvent (aStep->GetTotalEnergyDeposit()/keV ); 

 } 

} 
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