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The problems with large language model (LLM) based GenAI are well known yet we speed onwards in our adoption. Leaving the big six aside for now (environmental catastrophe, systemic bias, hallucinations, information security leaks, large scale data theft, abuse of data workers in the global south) this talk will look at the problems current GenAI could cause in the classroom.  These include: reduced student-to-student communication, lower levels of memory and retention, less understanding, and reduced autonomy in the decision making process. Summarising documents, creating first drafts, refining texts, generating outlines, creating quizzes, and so on are all cognitive tasks with value embedded. What’s important in a summary? How do we create a first draft? If we’re refining a text, what deserves emphasis? It is through the act of summarising, refining, and drafting that we learn what has meaning.  
Delegating these tasks to corporate generative AI, even the university-recommended Microsoft CoPilot, means delegating the students' learning experience to black-box algorithms that were never designed for  effective learning and were designed by people whose values we do not  share.  Long term, we believe this is a dangerous shortcut to take.  Should we really be outsourcing our cognitive function to, and developing dependence upon, companies run by billionaire US tech bros?  
We will conclude by considering ways in which we might mitigate these threats to student learning and the student experience.
